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M ti ti d IdMotivation and IdeaMotivation and IdeaMotivation and Idea
The Self organizing Map Algorithm [1] is a popular and widely used cluster algorithmThe Self-organizing Map Algorithm [1] is a popular and widely used cluster algorithm.

fIt organizes clusters on a grid structure making it very amenable for visualizationIt organizes clusters on a grid structure, making it very amenable for visualization

A li ti Vi l l t l i f t j t d t [2]Application areas: Visual cluster analysis of trajectory data [2]Application areas: Visual cluster analysis of trajectory data [2]

Problems IdeaProblems Idea

SOM method only provides implicit information Compare and validate the output of the SOMSOM method only provides implicit information Compare and validate the output of the SOM
about the number of clusters found in the data
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against alternative clustering algorithmsabout the number of clusters found in the data against alternative clustering algorithms

SOM i tti f i ifi t b f C bi d t f ll th d d idSOM requires setting of significant number of Combine advantages of all methods and, avoidSOM requires setting of significant number of
parameters

Combine advantages of all methods and, avoid
their disadvantagesparameters their disadvantagesp g

Lack of quality assessment of SOM clusteringLack of quality assessment of SOM clustering
ltresultsresults

Cl t l diCluster color codingCluster color codingC uste co o cod g
Assess the distribution of k-means clusters Assess the distributionAssess the distribution of k-means clusters Assess the distribution

Color mappings of DBScan cluster results with differenColor mapping of a k-means cluster result (k=10) onto the reference SOM. The position of each cluster on pp g
based clustering results, not all data items are neces
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the map is shown by a unique colored area (in the nearest neighbor sense) This view allows to assess the based clustering results, not all data items are neces

used to easily assess the nature and distribution of DB
the map is shown by a unique colored area (in the nearest neighbor sense). This view allows to assess the
distribution of the cluster partition over the map Each cluster is also represented by a glyph showing the used to easily assess the nature and distribution of DB

data elements An overlay of this view with SOM ce
distribution of the cluster partition over the map. Each cluster is also represented by a glyph showing the
l t t id t j t d i li t b d ti ith t ti ti l i f ti data elements. An overlay of this view with SOM ce
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clusters centroid trajectory, and in a list-based caption with statistical information.

distances to neighbor cells) shows a strong correspond
dense areas of the SOM grid.g
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M th dMethodMethodMethod
1 Calculation of alternative clustering results1. Calculation of alternative clustering resultsg

K means (partitioning) and DBScan (density based) [3]K-means (partitioning) and DBScan (density-based) [3](p g) ( y ) [ ]

2 Mapping alternative clusters onto the SOM reference grid2. Mapping alternative clusters onto the SOM reference gridpp g g

Rising the SOM grid resolution by spline interpolation [4] as aRising the SOM grid resolution by spline interpolation [4] as ag g y p p [ ]
reference for the projection of alternative clustering resultsreference for the projection of alternative clustering resultsp j g

3 Visual representation of alternative clusters3. Visual representation of alternative clustersp

Glyphs for the cluster representatives based on the underlying dataGlyphs for the cluster representatives based on the underlying datayp p y g
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Color coding of corresponding areas on the SOM gridColor coding of corresponding areas on the SOM grid
I i th SOM id l ti
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Increasing the SOM grid resolution

Cl t Vi li tiCluster VisualizationCluster VisualizationCluster Visualization
n of DBScan clusters Increased number of DBScan clustersn of DBScan clusters Increased number of DBScan clusters

DBS l t lt ith l b f l t Th d l i SOM id i dnt parametrizations. Based on the nature of density- DBScan cluster result with an even larger number of clusters. The underlying SOM grid is used asp y
ssarily also represented by a cluster. The display is reference layout for positioning of the DBScan clusters. This visualization utilizes the layoutssarily also represented by a cluster. The display is
BScan clusters in relation to the overall distribution of

reference layout for positioning of the DBScan clusters. This visualization utilizes the layout
qualities of a SOM to allow an effective exploration of the BDScan clustering result benefiting onBScan clusters in relation to the overall distribution of

ell distance view (light regions mean small average
qualities of a SOM to allow an effective exploration of the BDScan clustering result, benefiting on
th t l i t f th SOM [1]ell distance view (light regions mean small average
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the topology-preserving nature of the SOM [1] .

dence between the density-based clustering and the
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