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Abstract This chapter surveys visualization techniques for frequent itemsets, asso-
ciation rules, and sequential patterns. The human is crucial in the process of identi-
fying interesting patterns and thus, mining such patterns and visualizing them is im-
portant for the decision making. The complementary feedback loop that a user may
use to refine parameters through inspecting the current mining results is broadly
described as visual analytics. This survey identifies visual designs for patterns of
each category and analyzes and compares their strengths and weaknesses systemati-
cally. The comparison and overview help decision-makers selecting the appropriate
technique for their tasks and systems while knowing about their limitations.

1 Introduction

“Exploratory data analysis isolates patterns and features of the data and reveals these
forcefully to the analyst.” [46] Frequent pattern mining is an important concept in
data mining and exploratory data analysis [1]. Early on it became clear that visual-
ization is required in the KDD process as only the human, as the ultimate decision
maker, can identify the interesting information. The terms visual data exploration
and visual data mining emerged describing efforts to integrate the user into the data
mining process. In 2004, the term visual analytics gained recognition for a broader
context of a multidisciplinary research field [24]. It is of special interest how users
can integrate their knowledge into the data analysis process and eventually generate
more knowledge [81].

As frequent pattern mining tends to produce many patterns, a lot of research has
been devoted in finding interestingness measures filtering and ranking useful and
interesting patterns for the user [31, 1]. Multiple surveys cover the algorithmic side
of the mining process for itemsets [33, 16, 28], association rules [56, 45], and se-
quential patterns [102, 69, 29]. Implementations of these algorithms can be found
in libraries such as WEKA [92] or SPMF [27] or for example in the FIMI repos-
itory [34, 52]. The output of the implemented algorithms is typically presented to
the user in a textual form. This imposes, however, many limitations. In general, the
cognitive load in identifying patterns, understanding their relations, and comparing
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Fig. 1: The Pattern Viewer of the Sequential Pattern Mining Framework (SPMF).

their interestingness measures (e.g., support) is high. Furthermore, these represented
patterns are not visually aggregated which supports the user to browse and explore
the generated pattern space.

The SPMF library features a Pattern Viewer which outputs patterns in a textual
form inside a table with the interesting measures in the respective columns (Fig-
ure 1). The viewer supports the interactive exploration of patterns through filtering
the patterns by a given string (positive and negative templating), by their interest-
ingness measures (e.g., greater than a given value), and by ordering the rows. While
such interaction capabilities are important to explore a pattern space, the textual
representation does not allow a user to easily identify and relate patterns as well as
viewing them in a more compact representation.

To the best of our knowledge, there exists no survey dedicated specifically to
the visualization techniques of such patterns. There are, however, surveys in re-
lated fields such as set visualizations [8] or works on time-oriented data visualiza-
tion [7, 84, 6] which is related to visualizing event sequences and sequential patterns.
Other papers feature an extensive related work section, e.g., [48]. Hahsler and Chel-
luboina provide a survey of visualization for association rules in their paper for the
R-package arulesViz [39]. In this chapter, we contribute a survey that thoroughly
surveys visualization techniques for each of the specializations and systematically
analyzes their strengths and weaknesses.
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Fig. 2: Our prototype to scan a large set of academic work.

The next Section explains our used methodology. Section 3 describes the visu-
alization techniques for itemsets, association rules, and sequential patterns. After-
ward, we compare and analyze the visualization techniques discovering their advan-
tages and drawbacks. We conclude our chapter in Section 6 where we bridge the gap
to utility mining and identify further research challenges.

2 Methodology

We use our internal database which includes conference and workshop proceedings
(e.g., Vis1, EuroVis2, KDD3), journals (e.g., TVCG4, Information Visualization5),
and a variety of books. Using a set of keywords that are typical for the topic of
pattern mining (e.g., sequence, pattern, mining, frequent, itemset) we perform a
full-text search in our database and extract the full-text. With this method, we can
find around 14000 papers. To efficiently scan this large amount of academic work
we developed a prototype (Figure 2). The prototype indexes the full-text and ex-
tracts user-defined keywords. Each file is listed as a row. Keywords are represented
as columns. Each cell is color-coded based on the frequency of the keyword. The so
generated table can be filtered by any full-text query or keyword occurrences. Addi-
tionally, the table can be sorted by the frequency of keywords. The user can add new
keywords interactively. Irrelevant papers can be marked not to be inspected twice.
Relevant work is thoroughly scanned for further relevant related work. Additionally,

1 http://ieeevis.org
2 https://www.eurovis2018.org/
3 http://www.kdd.org/
4 https://www.computer.org/web/tvcg
5 http://journals.sagepub.com/home/ivia
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the ACM digital library, IEEE Xplore digital library, EG digital library, and DBLP
computer science bibliography was used for keyword search.

In total, we could identify nine papers with visualization techniques for frequent
itemsets, 11 works for association rules, and 20 relevant publications for sequential
patterns and the visually closely related episodes.

3 Visualizations and Visual Analytics Techniques

Mining for itemsets, association rules, and sequential patterns has commonalities.
This fact also holds true for visualizing such patterns. This section will explain visu-
alization techniques and further elaborate about how visual analytics is applied with
these visualizations. We distinguish between visualizing the resulting patterns of a
mining algorithm, the input data, and whether intermediate patterns are visualized
during the mining process.

3.1 Itemsets

Frequent itemset mining, originally developed for market basket analysis, is one of
the most popular research areas and serves as a basis for association rule mining.
The task is to �nd common sets of items (itemsets) that occur together in records,
also called transactions. The size of an itemset refers to the number of items in
the itemset and is also called k-itemset. Borgelt provides a good introduction and
overview of algorithms, data structures, and extensions [16].

Visualizing sets is a heavily researched topic. For a comprehensive state-of-the-
art survey we refer to Alsallahk et al. [8] and their companion website SetViz6. In
the following, we focus on work that is speci�cally developed for frequent itemsets.

3.1.1 Lattice Representations

A representation of a lattice, or also concept hierarchy [40], of frequent itemsets,
is often used to explain the concept of frequent itemset mining and the Apriori
property. A typical representation is the Hasse diagram which shows the power set
of an alphabet of items (Figure 3a). Note that in the Hasse diagram all possible
itemsets are displayed. Frequent itemsets are highlighted. Additionally, itemsets can
be annotated for example if they are closed [100] or maximal [19].

Klemettinen et al. already discuss the problem of clutter in directed graphs (see
Section 3.2.2) due to too many edges [55]. The authors propose the Spiders tech-
nique [23] where multiple instances of one node are allowed. Bothorel et al. follow
this idea and they display, similar to thePowerSetViewer, every frequent itemset

6 http://setviz.net , accessed Feb. 2018
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(a) A Hasse diagram representing the power set
of A;B;C;D;E. The frequent itemsets are high-
lighted [76]. (b) A radial graph layout by Bothorel et al. [17].

Each frequent itemset is represented as a sepa-
rate node. Infrequent itemsets are not shown in
the graph.

Fig. 3: Two lattice representations showing frequent itemsets and their relations.

distinctly [17] (Figure 3b). The graph does not show the power set and rather only
the frequent itemsets. They use a circular layout where itemsets of the same cardi-
nality are placed on a concentric circle. The cardinality increases from the outside
to the inside of the graph. A heuristic optimization strategy is used to place the
nodes by reducing the length of the segment to reduce clutter. An additional mea-
sure is taken by an edge bundling strategy. The authors use three enhancements for
their visualization. First, is a mapping of the support onto the alpha value for the
colors (transparency) on the edges. Itemsets with high support are more opaque.
The second measure is the accumulation of colors which is directly related to the
edge bundling. The more edges are bundled, the brighter the color is assigned to
the particular part of the edge. These two measures result in white, opaque edges
for itemsets that have many supersets and high support. The last enhancement is
a selection interaction. Multiple itemsets can be selected, and only their supersets
and subsets are shown. Edges to 1-itemsets of supersets of the selected itemsets are
displayed in a different color to reason about the origins of these supersets.

3.1.2 Pixel Based Visualizations

Munzner et al. use the accordion drawing technique that features guaranteed visibil-
ity and a rubber sheet navigation [75] (Figure 4). The itemsets are sorted vertically
according to their size (number of items). Within one row they are lexicographically
sorted. If there is not enough space, multiple itemsets are aggregated within one cell
which is visualized as a darker, more saturated cell. The system provides a cell for
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