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ABSTRACT
We present a new version of our interactive cross-modal search
system PraK that was updated for the needs of lifelog search chal-
lenge data and tasks. The architecture of PraK allows to hide lifelog
data specific details behind already existing interface of video data
services. Hence, the already existing application service designed
for the Video Browser Showdown could be tested for the visual
part of the lifelog dataset. Nevertheless, we add more features to
address search challenges specific for lifelog data. In the new ver-
sion, the interface of the services is slightly updated to incorporate
meta-data based filtering as well as to support temporally distant
activity queries. Another major update of the system is shift of state
management from the web frontend to the application backend,
which leads to more centralized architecture but allows to deploy
PraK components in a more efficient way.

CCS CONCEPTS
• Human-centered computing→ Empirical studies in interaction
design; • Information systems→ Search interfaces.
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1 INTRODUCTION
Lifelogging is a phenomenon that inspires various research activ-
ities, projects and competitions already for several decades (e.g.,
MyLifeBits [3], NTCIR-lifelog task [4]). A significant part of the
challenge is analysis of large personal datasets comprising visual
and structured multi-modal data collected for a long time period.
The dataset provides valuable information allowing to build useful
applications [7], ranging from lifestyle/health monitors to search
systems for personal memories.

Interactive search systems for lifelog databases are stimulated,
among other factors, by the Lifelog Search Challenge [5, 6, 8, 28]
(LSC) that provides a challenging multi-modal dataset of one lifel-
ogger. The dataset contains more than half-million of images taken
by a wearable camera. The images are accompanied by the time of
creation, while GPS and bio-metric meta-data are also associated
to some of the images. The challenge consists of three different
types of tasks – known-item search, ad-hoc search, and question
answering. While the dataset is available months ago the LSC event,
the tasks are revealed on-site during the competition to participat-
ing teams. Note that thanks to the DRES evaluation server [23],
teams can participate at the challenge remotely as well. The com-
petition format is similar to the Video Browser Showdown [15],
where teams try to solve a given task simultaneously within a fixed
time interval. The time limit depends on a task type and is usually
around five minutes.

In this paper, we present a new version of the PraK system that
was introduced at the Video Browser Showdown 2024 organized at
the Multimedia Modeling conference in Amsterdam. The system
emphasizes clear separation of various data sources and more ad-
vanced interactive retrieval mechanisms. The overall architecture
is detailed in Figure 1, showing stateless video data services (la-
bel video substitutes a distinct time interval in the lifelog domain)
providing basic data access methods. The more advanced logic is
designed on top of partial results returned by the stateless services.
The extensions of the system for LSC 2024 comprise functionality to
search for temporally distant activities as well as meta-data filters
and smarter application backend allowing more network-efficient
implementation of the search engine.
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2 RELATEDWORK
In 2023, twelve teams participated at LSC@ICMR [5] in Thessa-
loniki. Many of the systems [1, 2, 10, 19, 22, 24, 25, 27] were ex-
tensions of their previous versions, while several new systems
[11, 20, 26, 30] were presented as well. In this section, we summa-
rize the key approaches used in the top three LSC’23 tools. We note
that the dominant text-image search approach was based on joint
embedding networks (CLIP based [21]), similar observation to the
one from the Video Browser Showdown [15].

We start with MyEachtra [27] as the system’s predecessor [29]
was a champion of several previous LSC events. Compared to its
previous versions, MyEachtra shifted from images to events as units
for ranking and visualization. The overall event score is computed as
a weighted sum of used queries, supporting visual features, location
info, and time. According to the presented study, using mean pooled
embedding of event images turned out to be the most effective event
representation for a set of LSC’22 benchmark queries.

The overall winner of LSC’23 was the new version of lifeX-
plore [25]. The system relied mostly on text-image joint embedding
combined with filters for time information. Although the system
supported also additional retrieval models (e.g., EfficientNet B2,
YOLO v7), they were just rarely used according to the report pro-
vided by the authors. We also note that the designed user interface
was very simple (lifeXplore was successful in the novice session)
and without temporal query functionality. Nevertheless, the system
won the whole competition and also the study in the paper shows
impressive performance of OpenCLIP based models for ranking of
lifelog dataset images just based on the initial text descriptions.

The third system at LSC’23 was Memento [1], a system allowing
users to switch between various joint embedding models and im-
plementing efficient retrieval approaches to speed up the search.
Specifically, the user interface allows to switch between different
UI layouts (and selected models) depending on a currently evalu-
ated type of task. In other words, task specific interfaces are sup-
ported. According to the evaluations presented in the paper, differ-
ent joint embedding approaches can be effectively used for different
search scenarios. The authors also report significant improvement
of search efficiencywhen FAISS library is used (specifically, inverted
file indexing).

3 PRAK SYSTEM ARCHITECTURE AND
DESCRIPTION

The PraK system is a framework composed of three interconnected
components, each serving a pivotal role in the system’s overall
functionality. At its core, the Video Data Service functions as a
stateless in-memory database, offering immediate access to data
and embeddings derived from the corresponding model upon query.
This layer is seamlessly integrated with a stateful Application Ser-
vice Backend, which not only bridges the connection between the
Frontend and the Video Data Service but also executes essential
transformation steps for the image/video data. These transforma-
tions include necessary post-processing steps for a seamless display
of statistics or video items, or following stateful user-specified
transformations like Bayesian Relevance Feedback to manipulate
the display ordering of presented video items. The Web Frontend
completes the System by providing an easily accessible endpoint

for different users to use the PraK system independently from one
another to complete retrieval tasks. It is designed to present the
results of the users’ queries in an intuitive and user-friendly man-
ner. These components harmonize to provide a robust and efficient
infrastructure for handling and displaying video or image data.

3.1 PraKs Stateless Video Data Service
PraK is designed to work with sequences of representative im-
ages, either extracted from video files or obtained directly from
a wearable camera. The individual image analysis is preceded by
deriving embeddings for the extracted keyframes or original images
as the core of image-image and text-image similarity. The system is
engineered to flexibly load any deep learning embedding model, in-
cluding but not limited to models like CLIP [21] and OpenCLIP [12],
allowing for seamless model interchangeability based on the spe-
cific requirements of the task at hand. Moreover, it offers a stateless
REST API, enabling other components to access the processed data
along with the model embeddings effortlessly. To further extend
the basic set of features, the layer also incorporates functionality
that facilitates the nearest neighbor search for either an example
image or text query using the model embeddings. This capability
ensures that other components can retrieve the most relevant data
directly just by an API call, streamlining the process of information
retrieval and data analysis.

3.2 PraKs Application Service Backend
We utilize a minimal Python web server, Uvicorn, coupled with
Fast-API as the Application Service Backend, which is responsible
for serving the Web Frontend and handling user-session-specific
data. This setup facilitates multi-user application memory indepen-
dent of the Video Data Service. Our design rationale stems from
the principle of maintaining a stateless Video Data Service that
focuses exclusively on serving static video data to various user
Web Frontend application instances. We may handle, process, and
visualize the data in theseWeb Frontend applications differently, de-
pending on the user’s requests or retrieval requirements. Based on
active connections to our Application Service Backend via browser
endpoints, the server dynamically generates a temporary cache to
store client data. For each user, this Application Service Backend
retains specific client Frontend information, including:

• Top-k items displayed to the user, with associated feature
vectors and item scores. These scores dictate the display
order of items on the Frontend.

• A history of the user’s l-previous displays, based on their past
queries and r-next displays, should the user undo multiple
actions.

This history cache empowers users to swiftly undo unsuccessful
queries, restoring the Web Frontend display to a more favorable
state. Furthermore, by preserving subsequent queries in the cache
post-undo operations, users can revisit actions without needing
to recall the specific query that led to a particular result. As users
execute different actions in a reverted state, these subsequent query
displays are replaced, ensuring a seamless and consistent user ex-
perience with both undo and redo operations.

Leveraging the image CLIP features within the Application Ser-
vice Backend, we can compute diverse item re-ranking mechanisms
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Figure 1: Architecture of the presented video search system based on stateless Video Data Services. The Application Backend
handles Bayesian re-ranking and state for various users, while Web Frontend allows interaction with the system.

based on user feedback, such as Bayesian relevance feedback. Im-
portantly, this is achieved without additional load on the Video Data
Service. The separation between the Video Data Service and the
Application Service Backend also allows us to scale the necessary
hardware independently. This approach optimizes load balancing,
catering to the number of concurrent users the system may have.

3.3 PraKs Web Frontend
The PraK system’s Web Frontend component offers a platform
for the interactive refinement of search results obtained from our
data services. It incorporates a mix of tried-and-true functionalities
alongside innovative features to enhance user engagement and
search efficiency. Central to its design is a robust suite of search
options that draw upon the successes of previous Video Browser
Showdown (VBS) implementations [15]. These include various vi-
sualization techniques, allowing users to view ranked images or
frames in a sorted grid format or in a line-by-line manner for frames
of the same video. Using this modality integrates temporal video
context for a more intuitive browsing experience. The system also
facilitates dynamic query reformulation, supporting both text and
example image queries, the latter of which can include images
sourced externally, thereby broadening the scope of search inputs.

A notable aspect of the system is its use of presentation filters,
which streamline search results by displaying only the most rel-
evant items from each video based on user-defined criteria. For
these active filters, we assume that each data item has a list of de-
tected semantic classes (e.g., CLIP classification) or that the classes
correspond to centroids obtained by an unsupervised clustering
technique like k-means or k-medoids. With these classes and corre-
sponding class confidence scores, interactive search features like
informative statistic charts and label-selection-based filters to the
displayed items can be added. The previous iteration of the PraK
System [18] first introduced this feature.

Such features not only aid in the visualization of search data but
also empower users to refine their search results through a more

informed decision-making process, blending automated content
analysis with user insights for a highly targeted search experience.
This content-based refinement can become one of the most valu-
able interactions in datasets where formulating queries is difficult
for non-domain experts due to a lack of specialized vocabulary.
We purposefully display the most relevant keywords present in a
given search, thus enabling users to re-formulate more content-
driven queries even with scarce domain knowledge. Some example
scenarios from previous VBSs are medical datasets or scuba div-
ing video data. This is complemented by the implementation of
Bayesian relevance feedback successfully used in SOMHunter [13]
and CVHunter [14], utilizing joint-embedding features to refine the
search results further based on user interactions, thus making the
search process more tailored to the user’s needs.

The design of the front-end interface reflects a commitment to
usability, presenting users with an array of options for dataset se-
lection, feature model specification, and custom query formulation.
It fosters an interactive search environment where users can easily
navigate between text-based queries and image-based searches,
with the added functionality of Bayesian updates and class label
filters to enhance the relevance and precision of search outcomes.

4 ADDED FEATURES FOR LSC 2024
This section describes a set of new features that were added to the
PraK version [18] since the Video Browser Showdown competition
in 2024 in Amsterdam.

First, we focus on temporally distant activities that represent a
part of lifelog search scenarios. When remembering events from
the past, it is possible that people remember a sequence of actions
that happened during some day. This can be illustrated on a task
from a previous LSC event where the sequence consisted of three
actions - arriving at an airport with a plane, having a burger in a
restaurant, and leaving the airport in a plane. Every single action
is not so unique in the lifelog dataset of a researcher who travels
a lot and likes burgers. However, the sequence as a whole starts



to be more unique for a given time interval (e.g., one day). Indeed,
temporal ordering of actions was used by many interactive search
systems during previous competitions [9]. In tools designed by our
team in previous years [13, 16, 17], the temporal sequence was
determined in a window limiting the duration period between two
actions. In the new version of Prak, we consider another approach
allowing the detection of temporally distant activities within one
day, with or without a predefined ordering of actions. Specifically,
we consider two algorithms based on a joint embedding approach
(OpenCLIP ormore recentmodels) to rank days based on temporally
distant activities query 𝑄𝑇𝐷𝐴 = {𝑞1, · · · , 𝑞𝑛}. Note that vectors of
all images are pre-computed in advance, while 𝑞𝑖 = 𝑓𝑡𝑒𝑥𝑡 (𝑄𝑖 ) are
computed once the query is available using the corresponding
text embedding function 𝑓𝑡𝑒𝑥𝑡 for a text 𝑄𝑖 describing one action.
Both algorithms assume that the system uses the cosine distance
𝛿𝑐𝑜𝑠 (𝑞𝑖 , 𝑜 𝑗 ) for each vector representation of an image𝑂 𝑗 captured
in a day, where 𝐷 will be used as a label for the set of these images.

The first algorithm in its basic form computes the score of a day
𝐷 without any ordering expectations as:

𝑠𝑐𝑜𝑟𝑒𝐷 =
∑︁

𝑞𝑖 ∈𝑄𝑇𝐷𝐴

max
𝑗=1... |𝐷 |

(𝛿𝑐𝑜𝑠 (𝑞𝑖 , 𝑜 𝑗 ))

This approach allows to find a day, where users specify a list of
actions like "riding a horse", "driving a car", and "swimming in a
pool". These actions could happen in an arbitrary order. The second
algorithm considers also time ordered sequences of images with
respect to the ordering of text queries. Following the example, the
user could search for a sequence "riding a horse THEN driving a
car THEN swimming in a pool" that happened in this particular
order some day. Finding the optimal set of time-ordered frames
corresponding to ordered 𝑘 text queries leads to an expensive algo-
rithm using multiple nested loops. To speed up the computation,
we significantly limit the size of input for the price of more fuzzy
specification of boundaries between actions. Specifically, we ag-
gregate all images to clusters representing hours of the day. For
each cluster, the algorithm computes max𝑗=1... |𝐻 | (𝛿𝑐𝑜𝑠 (𝑞𝑖 , 𝑜 𝑗 )) for
each 𝑞𝑖 ∈ 𝑄𝑇𝐷𝐴 and images from a given hour 𝐻 . Provided that
the algorithm computes a vector of action scores 𝑠𝑞1 , · · · , 𝑠𝑞𝑛 for
each hour of a day, the algorithm then finds the overall sub-optimal
score of the day as illustrated in Table 1. Please note that in the
example, proper time ordering of action queries 𝑞2 and 𝑞3 is not
guaranteed. On the other hand, the algorithm is way more faster
and the effect might be just marginal assuming also an option that
users can confuse the order of temporally close activities.

hour of the day 10 11 12 13 14 15 16
action 𝑞1 score 0.5 0.3 0.1 0.4 0.6 0.4 0.0
action 𝑞2 score 0.4 0.0 0.3 0.2 0.1 0.3 0.4
action 𝑞3 score 0.1 0.2 0.3 0.5 0.1 0.2 0.2

Table 1: Finding optimal scores with the softer time ordering
constraint for actions. Hour based aggregation of images is
used to compute the overall score of one selected day.

Ranking of days based on the description of temporally distant
activities requires appropriate visualization. We plan to experiment
with various row-based visualizations of a matching day. In the

basic setting, the method will show the top matching images that
led to detected minimal scores 𝑠𝑞1 , · · · , 𝑠𝑞𝑛 . The images will be
surrounded by temporally close images from the same day.

The second extension of the PraK system is straightforward and
rather technical, as the LSC dataset and tasks are designed to be
multi-modal. Hence, filtering using datetime or other metadata
is necessary for most successful LSC systems. To support meta-
data-based filtering, we extend video data services (video at VBS
is analogous to a day at LSC) by a new parameter, allowing the
specification of a filter to be applied before the similarity search.
The data layer backend extension comprises a component allowing
SQL-like queries (we use pandas) that keeps a table of meta-data
and allows memory-based processing of filters provided by the
application service.

Last, we updated the PraK architecture by moving the control of
the current state of relevance scores to the application backend. The
primary motivation is to keep data-intensive communication on a
fast backbone (larger sets of high-dimensional vectors) while only
small lists of image links are sent to the web frontend that relies
on currently available (potentially very slow) internet connection.
Nevertheless, we keep the option to send all the data to the web
frontend for potentially expensive active learning models that could
burden the application backend server.

5 COMMUNICATION PERFORMANCE STUDY
Since the PraK tool is not one monolith component with methods
accessing shared memory, we also present a simple communication
performance study providing insights into data transfer limits. Due
to the different environments involved, first, we analyze whether
data transfers over the network could represent a performance bot-
tleneck. We note that this issue was more prevalent in the previous
version of PraK where all feature vectors were transferred to the
web frontend via a network without guaranteed bandwidth. Second,
we performed a preliminary analysis of data serialization methods.

5.1 Network and platform configurations
In the first step, we focused on network communication limits be-
tween two components, where the highest volumes of data transfers
are expected – stateless Video Data Service and the Application
Service Backend.

The services run on a cluster consisting of several servers with In-
tel Xeon 6348 processors with 1 TB RAM, running VMware vSphere
version 7.0U3p on top of them. The servers in the cluster are inter-
connected by 10 GbE (Dell MXL 10/40GbE switch, Intel X710 SFP+
network cards). Table 2 shows measured results for all tested de-
ployment configurations. All rows show the measured performance
(bandwidth and latency, average of 10 runs) of the communication
between two components on our cluster. The OS in the Virtual
Machines (VMs) is always Ubuntu 22.04.

The first measurement, VM-VM-same, shows the communication
performance between two VMs running on the same server. In this
case, it is a memory-bound task because the vSphere hypervisor
does not use external communication over the network card when
two VMs on the same node communicate but only move packets in
memory. The second measurement, VM-VM-sep, shows the com-
munication performance between two VMs running on different



Test name Bandwidth (GB/s) Latency (𝜇s)
VM-VM-same 3.39 25.3
VM-VM-sep 1.17 35.1

VM-NAT-VM-sep 1.14 85.1
CLI-NAT-VM-sep 0.12 113.5
DOCK-DOCK-same 4.39 12.1
home-NAT-VM-sep 0.007 5121

Table 2: Measured network performance.

servers. The measurements show that we are at the performance
limit of a 10 GbE network and that virtualization does not affect
the performance of network services. The third measurement, VM-
NAT-VM-sep, represents the performance when one of the servers
is behind NAT. This corresponds to a real-world situation where
NAT is used to access servers due to a lack of free IPv4 addresses.
We can see that the performance has measurably decreased. In
particular, the latency is almost triple that of the previous measure-
ment due to the additional embedded communication. However, the
bandwidth is still very close to the limit of 10 GbE technology. The
next measurement, CLI-NAT-VM-sep, is a measurement between a
regular office PC connected via 1 GbE to the network infrastructure
in the same building where our cluster is located. The measurement
shows that we are again at the limit of 1GbE technology in this case,
and there is no major delay or performance loss. The DOCK-DOCK-
same measurement is the performance of network communication
between two containers created with Docker inside a single VM.
Again, this is a real-world situation (currently employed by PraK)
where both of our services are placed in different containers in
a single VM to optimize performance. The results show that we
achieved the best results in both measured parameters.

All measurements show that the system performance is not
hampered by the different technologies used to run our services
and communicate between them and is at the expected upper limit
of the technologies used.

As an exceptional measurement of home-NAT-VM-sep, we mea-
sured the network performance when connected to a laptop from
home via WiFi. Although the home connection is at a high level
compared to the national average (WiFi 6 router and laptop, 1000/60
Mbps Vodafone cable connection), the resulting performance is sev-
eral orders of magnitude worse than the same CLI-NAT-VM-sep
test, which was performed in the same building as our cluster. Sev-
eral factors come into play here, but probably the most significant is
the aggregation of the connection on both the client and the build-
ing side with the cluster, where the entire IT part of the faculty is
connected by 1x10 Gb/s fiber optic cable to the outside world.

5.2 Data serialization techniques
In the second step, we focused on the actual data transfer between
services implemented in JSON format, specifically on serializa-
tion, network transfer, and deserialization. In response to a query,
video data services send the top k results (e.g., 𝑘 = 2000) with a
high-dimensional vector for each item in the result set, where the
individual components of the vector are float numbers. To mea-
sure and analyze the performance limits of this data transfer, we
developed a simple test framework in C++.

In the first test, we created the simplest JSON representation
for the high-dimensional data, assuming 2000 vectors with 1000
dimensions. The total size of the JSON string was about 36.6 MB,
float numbers were represented here as a full float format, and
the length of the number notation was typically 16 characters. If,
for simplicity, we generally assume a situation where our services
are running in different VMs (corresponding to the VM-VM-sep
measurement), then purely transferring such a JSON string would
take around 31 ms. We still have to take into account serialization
and deserialization time, which can be highly non-trivial. In the
case of our simple testing framework, it was 20.3 ms/77.4 ms for
serialization/deserialization. However, different JSON libraries may
have quite different values for this serialization and deserialization
time, the transfer time remains.

If we want to reduce the transfer time, it is necessary to reduce
the generated string. One option is to stick with the JSON format
and try to round the numbers to some fixed number of decimal
places. For the analysis, we tested a length of 5 decimal places, so
the usual length of the number entry is 7 characters. This resulted
in a reduction of the JSON string size to 18.4 MB, resulting in a
transfer time of around 16 ms. On the other hand, this change
affected serialization and deserialization times, where serialization
took slightly longer at 23.1 ms (calculating rounding to the required
number of digits), while deserialization ran slightly faster at 58.5
ms (reading and parsing fewer characters).

Another simple option is to change the format to some binary
format. Here, the BSON format, which is just the binary equivalent
of the JSON format, is the first option to go. When encoding the
same amount of data, we get a BSON format output of 24.6 MB,
resulting in a transfer time of around 21 ms. However, the serial-
ization and deserialization times changed significantly and were
significantly faster, taking 15.8 ms and 25.2 ms for serialization and
deserialization, respectively.

The appropriate choice of libraries and communication format
for the data seems crucial to achieve higher performance for the
backend and data services. Improving communication and data
serialization can help speed up the whole PraK tool. We will focus
on this in future work on the PraK tool and other limitations we
found during the competition.

6 CONCLUSIONS
In this paper, we present an extended version of the PraK tool, an
interactive video search tool, that was updated to meet the needs of
the lifelog search challenge. The overall architecture, components,
features, and updates were presented in detail. As a new important
feature, temporally distant activities were introduced as a search
model to find a sequence of actions that happened during a day.
We believe that combining new features and state-of-the-art joint
embedding approaches will lead to a competitive performance at
the lifelog search challenge.
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