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ABSTRACT
3D documents are an indispensable data type in many im-
portant application domains such as Computer Aided De-
sign, Simulation and Visualization, and Cultural Heritage,
to name a few. The 3D document type can represent arbi-
trarily complex information by composing geometrical, topo-
logical, structural, or material properties, among others. It
often is integrated with meta data and annotation by the
various application systems that produce, process, or con-
sume 3D documents.

We argue that due to the inherent complexity of the 3D
data type in conjunction with and imminent pervasive usage
and explosion of available content, there is pressing need to
address key problems of the 3D data type. These problems
need to be tackled before the 3D data type can be fully
supported by Digital Library technology in the sense of a
generalized document, unlocking its full potential. If the
problems are addressed appropriately, the expected benefits
are manifold and may lead to radically improved production,
processing, and consumption of 3D content.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval; I.3.5 [Computer Graphics]: Com-
putational Geometry and Object Modeling—Curve, surface,
solid, and object representations
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1. INTRODUCTION
The rapid evolution of information and communication

technology has always been a source for challenging new
research questions in computer science. What happens reg-
ularly is that a new generation of technology makes it sud-
denly possible to process, store, and/or transmit much larger
amounts of information. Thus, a gradual quantitative in-
crease can turn into a sudden qualitative leap, simply be-
cause things become possible that were not possible before.
The nightmare from a computer science point of view is the
data grave: Information that is physically present is “lost”
for usage because it is simply not accessible with reasonable
user efforts.

Digital Library technology aims to revert the data grave
problem into a situation where the stored content is brought
to its full productive potential by solving the storage, organi-
zation, and content-based access problems. For textual doc-
uments, retrieval services attacking the data grave problem
are widely available, e.g., in form of desktop search engines.
But what is the analogue of full text search in a repository
of 3D content?

Content-based Digital Library support for 3D data is highly
desirable, as the sources for producing digital 3D content are
gaining momentum. We argue that the next major techno-
logical revolution will be triggered by massive 3D data sets
that we will be generated in the near future. The modeling
bottleneck, the fact that the creation of digital 3D objects
was long much too expensive, is overcome by new technolo-
gies. Sources generating massive amounts of 3D data will be
3D scanning (using scanner devices, see Figure 1 for an ex-
ample), photogrammetry (reconstructing 3D data from 2D
images), and procedural/parametric shape design (creating
new shapes from existing similar, parameterized shapes).

Not only is it easier to produce digital shape, also the
possibilities to utilize and take benefit of the created 3D
data sets are increasing. A large shift towards 3D is obvi-
ous. On the PC desktop, computer games have helped 3D
graphics hardware becoming the standard, and after Apple’s



Figure 1: Creation and markup of a 3D model from range-map input. Left: Original input data, 3 out of 20
range maps taken from a statue are shown un-textured. Top right: Simplified versions of the range maps,
textured and un-textured. The gravestone and the statue’s cheek were manually segmented for semantic
markup. Bottom right: Several range maps were integrated and smoothed.

pioneering work in MacOS X, with Microsoft Vista, 3D will
also be integral part of the Windows desktop. Instead of
being optional, 3D on the desktop will actually become a
standard. In industry, the prospect of mass customization
is a driving force behind the digitalization of the whole pro-
duction chain, relying heavily on 3D models to represent
process information.

We argue that in the near future, we will be confronted
with massive amounts of 3D content, and that novel 3D
Digital Library support will be crucial in making the best
possible use of these data amounts. In Sections 2 and 3, we
outline the current state of the art in Digital Library support
for 3D documents, and identify critical research problems.
We argue that if these problems are addressed appropriately,
a significant leap ahead in the effective use of massive 3D
content will be possible. The efforts required to this end are
expected to pay off, as illustrated by potential future 3D
applications envisioned in Section 4. Section 5 concludes
the paper.

2. 3D DATA AND ITS REPRESENTATION
The 3D data type is a very powerful means of capturing

and communicating information. Due to the nature of the
data type and complexities involved in acquisition, produc-
tion and processing of 3D data, a number of serious prob-
lems in 3D data representation, encoding, content markup,
and data history management exist. To date, these prob-
lems have not been sufficiently solved, and they are a ma-
jor obstacle to a full integration of the 3D data type into
Digital Libraries. In this Section, we discuss some of the
most important research questions of 3D data management
in Digital Libraries, according to our view.

2.1 Understanding 3D shape representations
A fundamental difference between 3D and other media

types is that there is no canonical 3D representation. While
e.g., the image data type can be seen as a set of color sam-
ples organized on a regular grid, representing 3D data is
more complicated. Existing approaches can be roughly di-
vided into surface- and volume-based representations, which

in turn can be given in discrete, parametric, or implicit form.
E.g., 3D objects can be specified by a set of parameter-
ized surface patches based on splines, or a grid of voxels
(a discrete volumetric representation). On top of these two
broad categories, structural information can represent the
relationship between models parts in form of scene graphs
or boolean set operations which are highly useful for certain
shape modeling or manipulation tasks.

These shape representations are not all equivalent, be-
cause they differ in their expressiveness (the types of forms
they can encode) and consequently, in their semantics (con-
tent). E.g., a closed surface bounds a volume, but a volumet-
ric data set contains many surfaces at the same time (e.g.,
iso-surfaces). They also differ regarding the way we can
process and analyze them. Discrete representations relate
to sampling theory and may exhibit aliasing effects, while
continuous representations are noiseless and usually better
suited for analytic processing.

An encompassing 3D shape representation taxonomy cov-
ering all known 3D representations is needed, to better un-
derstand the relationships between the existing representa-
tions. This should allow a better tackling of the difficult
problem to analyze and relate the content of 3D models, ir-
respective of the given representation, to support common
Digital Library tasks such as organizing objects by similar-
ity, deducing hierarchical catalogue orderings, etc.

2.2 Generic 3D file format
Unfortunately, to date there is no single commonly ac-

cepted, comprehensive 3D file format, but application-de-
pendent, proprietary file formats are prevailing. In prac-
tice, it is usually impossible to convert losslessly between
the different established file formats, which is a fundamental
problem for importing content from heterogeneous sources
into 3D Digital Libraries. In the CAD domain, where al-
most exclusively NURBS-based model representations are
employed, several long-standing, mature exchange standards
such as STEP and IGES exist. The problem with these for-
mats is that over time they have become extremely com-
prehensive and elaborate, so that implementing converter



programs for these formats constitutes a challenge on its
own.

From the research viewpoint, the file format problem has
been completely ignored up to now, although it is appar-
ently a significant problem which requires fundamental ef-
forts. The focus in 3D modeling research up to now has been
to further extend the set of shape representations, rather
than to work on a powerful yet transparent canonical 3D
file format. The existence of such a format would not only
allow the easy integration of 3D content from heterogeneous
sources, but could also support the adoption of advanced 3D
representations by real-world 3D applications.

2.3 Stable 3D markups
Another important concern from the Digital Library per-

spective refers to stable markup methods for 3D content.
Given a 3D model or scene, reliable methods are needed
which allow the stable identification (markup) of parts of
the 3D content for attaching annotations, hyperlinks, cross-
references, etc. 3D content is often preprocessed or edited
along the 3D application pipeline, which usually significantly
affects the 3D content representation. E.g., consider a lossy
compression performed on a 3D mesh model prior to its
transmission over a network. Mesh simplification (decima-
tion) methods affect the number, position, and connectivity
of mesh vertices. Any 3D markup method based directly on
the mesh index, and which is not explicitly known to the
mesh compressor, must then be considered unstable.

So, the research problem to be addressed is to define
generic, stable 3D markup methods, by designing methods
to robustly reference portions of a 3D model. The markup
methods should be independent of the 3D content represen-
tation, and robust with respect to certain shape editing and
processing operations which might be needed by the appli-
cations.

A solution to the problem of updating shape markups
during shape processing operations is that the processing
algorithm is (a) aware of the markup and (b) keeps track of
appropriately defined geometric primitives that are affected
by the processing operation. Then, after the processing has
taken place, these primitives can be converted back to a
markup of the initial type. The crucial point here is that
the shape representation must be able to enumerate shape
components in the reference. Such shape component enu-
meration can be regarded as spatial queries and take the
form of closeness to a point, containment in a frustum, or
ray intersection. Identification of an efficient set of shape
queries which allow implementation of robust 3D markup
remains an important research challenge. Figure 1 (right)
illustrates a 3D scene with markups.

2.4 Data origin and processing history
During 3D acquisition, production, and processing, the

3D content is often composed from different, heterogeneous
sources, and manually or automatically processed by differ-
ent users and applications. If in a given 3D model, some
local shape detail becomes of specific interest to an analyst,
it is a vital feature that it is possible to trace back the origin
of the specific detail, its degree of authenticity, and the kind
of processing applied on it. To this end (a) suitable stan-
dards for describing the provenance of 3D content, and (b) a
general scheme for capturing the data processing history ap-
plied on the content needs to be developed. Regarding (b),

ideally, the captured information should allow a complete
replay of the processing the data has undergone.

The enormous complexity of this problem may not be ap-
parent immediately. First, we have to cope with two levels
of heterogeneity, namely, the various shape representations,
and the various processing operations possible on these rep-
resentations. Both are not canonical along the different 3D
creation and processing tools available. Second, capturing
model editing operations must take place at the right granu-
larity. Practically, it is neither possible not useful to capture
each manual editing step individually, but an appropriate
level of aggregation has to be chosen. Third, to actually
replay the processing operations is extremely difficult: It
requires that all tools used in the 3D production pipeline
support the processing history and add to it. Practical ex-
perience regarding software versions, operating systems, un-
documented ad-hoc scripting by users etc. suggests this is a
tremendous task. More subtle problems in this context are
reported in [10].

3. ORGANIZING AND SEARCHING
The previous Section discussed urgent research problems

relating to the representation, storage, and processing of
3D content. Assume those problems were already solved.
Technically, it would then be easy to build large repositories
of 3D content from heterogeneous sources using crawlers,
converters, and storage systems. The second major chal-
lenge is then to provide effective content-based organizing
and searching functionality for making use of the resulting
large 3D repositories.

One way for organizing and searching 3D repositories is
to make use of mark-up, authoring, and editing information,
or other meta data associated with the models. Unfortu-
nately, the availability and comparability of such informa-
tion cannot be assumed for content integrated from hetero-
geneous sources. Instead, analysis algorithms are needed to
automatically generate suitable meta data information from
the repository. The output of the content-based automatic
analysis can then be used for organization and retrieval of
the content, as a replacement for or addition to object meta
data, as far as such is available. We next discuss key chal-
lenges in content-based 3D organization and retrieval.

3.1 Need for a dictionary of 3D features
A fundamental library service is content organization in

the sense of giving structure which helps the user navigate
the repository, and to formulate queries which allow to re-
trieve content of interest. This structuring needs to be based
on attributes or features of the data itself. E.g., in case of
text documents, features such as title, author, or the main
topics addressed by the text are candidates for structuring
of text collections. For the 3D data type, attributes such
as author or producer might be consistently specified in a
generic format. But what constitutes the actual content in
a 3D data set, and how can appropriate descriptors be au-
tomatically generated from the models?

Conceptually, a suitable content description is expected
to be determined by the application domain the content is
used in. E.g., for a 3D CAD model, the features relevant to a
given 3D model can be expected to depend on the engineer-
ing context associated with that model. It can be assumed
that a set of model features which are relevant in a given
engineering context are not necessarily useful to organize,



say, a repository of models representing historic buildings,
as both object types are made use of context of their own
conceptual background.

What is missing is an encompassing definition of features
(aspects, properties) which are relevant to organize and dis-
tinguish collections of arbitrary 3D content. A general tax-
onomy of 3D features in the sense of a 3D dictionary needs
to be defined, where the dictionary entries

(1) allow to meaningfully describe any type of 3D content,

(2) are descriptive and discriminating in nature, and

(3) can be robustly extracted (detected) by appropriate
automatic analysis algorithms.

Unfortunately, to date no such taxonomy exists, so it is
problematic to speculate whether and which 3D analysis al-
gorithms would be capable to robustly detect such features,
or how such algorithms should be designed. The problem of
defining a 3D feature dictionary is complicated by the fact
that it is not clear (a) on which conceptual level the features
should be defined, i.e., on the statistical, syntactical, or se-
mantical level, and (b) how the features will relate to the 3D
shape representation problem, e.g., if they should be defined
based on surfaces, on volumes, or on structural properties.
The next Section relies on 3D features to introduce a model
of the 3D similarity space useful for designing 3D retrieval
systems.

3.2 A model for the 3D similarity space
A most fundamental task in Digital Libraries refers to

searching for similar content: The user issues a query to
the system, and receives a sorted list of answers. A popu-
lar searching paradigm is query-by-example, where an exem-
plary object is provided, and the system returns the most
similar elements from the repository. However, the notion of
similarity per se is under specified. Like for other data types,
for 3D objects many different similarity notions are possible,
and the Digital 3D Library should offer support for search-
ing along each of those notions. We propose to organize the
space of 3D similarity notions along the three dimensions
similarity type, addressed feature, and invariance properties.
In the following, we discuss each of these dimensions.

Similarity type
Global similarity considers the similarity between com-
plete 3D object instances, and is used to retrieve whole ob-
jects. Partial (local) similarity on the other hand bases
similarity relationships on correspondences of object parts,
not necessarily the objects as a whole. This notion is useful
e.g., for retrieving scene models, where similarity may be
given by correspondence of individual objects in the scene,
not necessarily at the same positions. To his end, the par-
tial similarity makes use of the global similarity notion, ap-
plied on individual scene elements. A third type of sim-
ilarity relates to functional correspondences, and can
be globally or locally defined. Here, similarity relationships
are established between objects or object parts based on
application-dependent, functional correspondences. E.g., in
a CAD context, complementarity between machining parts
could establish a functional correspondence.

Similarity type

Features

Invariances

Figure 2: The 3D similarity space model: A combi-
nation of similarity type, 3D feature, and invariance
setting constitutes a similarity notion.

Addressed features
The similarity types given above can rely on different types
of features defined for 3D content description. Important
classes of features are based on geometrical, topologi-
cal, or structural properties of the models. Also, vol-
umetric features, or features based on surface proper-
ties are candidates. It is also possible to consider annota-
tion and markup information, e.g., processing history or
cross-reference information, which might be associated with
a given 3D object. Local markups are suited to implement
the functional similarity type defined above. However, con-
sidering annotation information for 3D similarity evaluation
requires a standardized annotation scheme, which allows to
compare the individual annotation entries. A major prob-
lem in this context is that the types of possible features
depend on the 3D representations available, as not all rep-
resentations allow analysis of all of these features, cf. the
discussion in Section 2.

Invariances
The similarity and feature type dimensions are complemen-
ted by addition of certain invariance modifiers to the similar-
ity notion. Typical invariance modifiers specify e.g., whether
or not position, scale, or orientation of the 3D content in
their respective coordinate systems is to be considered when
evaluating similarity. Also, invariance regarding the level
of detail of the 3D content can be desired. Many more in-
variance modifiers are possible, and in part depend on the
type of similarity and feature specified. Integrating such
invariance requirements into analysis algorithms is not triv-
ial, but a problem in its own for many existing 3D analysis
algorithms.

Figure 2 illustrates the space of 3D similarity notions
spanned by these dimensions. The space of possible 3D sim-
ilarity notions is huge. This model is useful for identifying
important similarity notions as well as “blind spots” in this
space, which have not been appropriately addressed by re-
search yet (cf. also the next Section). An implication of
this large similarity space is that any 3D Digital Library,
in which at least some 3D similarity notions are to be sup-
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ported, requires significant efforts regarding implementation
of 3D analysis algorithms, the output of which is used to
quantify the degree of similarity. Also required are then ef-
forts towards the user interface side, where the user is to be
supported in specifying similarity queries.

3.3 Implementing the similarity notions
Although the 3D similarity notion space is conceptually

rich, current methods for retrieval of 3D content mostly fo-
cus on the global geometric similarity notion. The trans-
formation approach determines the similarity between two
3D objects under concern by the cost associated with effi-
ciently transforming (morphing) the global geometry of on
object into the other. A simpler, yet efficient approach re-
lies on shape descriptors, which are calculated offline for the
3D content. At query time, not the objects themselves, but
their descriptors are used for similarity evaluation.

Due to its simplicity and generality, feature vectors [4]
are often employed as efficient model descriptors. The basic
idea is to encode the output of certain shape analysis algo-
rithms in form of vectors of real-valued numbers, effectively
representing the 3D content by points in a high-dimensional
feature vector space. Distances between the point represen-
tations can be calculated, and used as a measure for the
(dis)similarity of the underlying objects.

In [3], a process model for the generation of global shape
descriptors was presented. Figure 3 illustrates the model
which was introduced to capture the essential processing
pipeline of most of the current retrieval-oriented shape de-
scriptor algorithms. Briefly, a 3D model is first preprocessed
to achieve desired invariance properties. Then, the basis for
feature extraction is selected by considering the model as a
volume, or by abstracting to its surface or a projection of
the model. From this abstraction, low-level features such as
the distribution of surface curvature, or shape features cal-
culated from rendered 2D object images, can be captured.
From the outcome of this analysis descriptors are formed,
with the basic forms being vectors, histograms, or graphs.

To date, a magnitude of low-level 3D analysis algorithms
have been proposed, as surveys indicate [2, 12, 9]. Most of
them were heuristically introduced and motivated by tech-
niques from geometry and image processing. Their suitabil-
ity for solving the retrieval problem cannot be analytically
decided, but needs to be experimentally evaluated by bench-
marks [11]. Figure 4 illustrates the evaluation of a number
of different low-level descriptors on an exemplary query for
a 3D model. As can be seen, each descriptor (one row per
query) yields another set of answer objects.

Low-level features are usually efficient to extract and store,
and can be quickly evaluated at query time. Besides global
shape description, low-level features have recently been used

in approaches attacking the partial-similarity problem. These
first identify a set of “salient” or “interesting” local features,
which are then matched against each other in a second step
[7, 6]. Feature vector descriptors can also readily be used
together with relevance feedback and machine learning tech-
niques to improve retrieval effectiveness.

The most important drawback, however, is that low-level
features are not aware of higher-level semantic concepts un-
derlying the objects or object parts, and that the corre-
spondence between low-level features and high-level seman-
tic concepts is not clear for most of the low-level features. A
prerequisite before retrieval in 3D Digital Libraries can take
place on the semantic level could be the definition of a cata-
log of semantic shape features, followed by the development
of low-level analysis algorithms which can detect, describe,
and compare the identified semantic features. Obviously,
this is a most challenging problem in 3D content-based re-
trieval for the following years and beyond.

4. THE 3D DIGITAL LIBRARY VISION
In Sections 2 and 3, we discussed the current situation

in representing, describing, and retrieving 3D content. The
results achieved so far are remarkable, yet they raise further
research challenges which have to be solved to unlock the
full functional potential of 3D Digital Libraries. If the prob-
lems in representation and content-based organization of 3D
content are solved, new and highly productive 3D applica-
tions will emerge. Semantically enriched markup, indexing,
and retrieval will allow the deep integration of 3D content
into Digital Libraries, and fascinating new applications can
be envisioned. We sketch some of them in the following.

Intelligent 3D data acquisition
Intelligent 3D scene acquisition will consist of fully auto-
matic segmentation and interpretation of any scanned scene
in such a way that each contained object is recognized, its
degrees of freedom are identified, and it becomes readily
editable in a way that respects its inherent structure and
semantics. Appropriate shape templates will be associated
with the elements in the acquired scene, semantically en-
riching the data.

Semantic editing and modeling
Based on the recognition not only of low-level shape fea-
tures, but also of structure and semantics, new possibilities
to work with 3D data will emerge. The separation of func-
tion and shape will allow for highly efficient editing oper-
ations, where the shape of a model can be instantaneously
edited by manipulating a few core high-level parameters.
Also, the composition of new 3D objects and scenes based



Figure 4: Query-by-example for a Formula-1 racing car model in a 3D repository. Different automatically-
extracted low-level object descriptions were used in executing the query, producing different result sets.

on existing content will be greatly simplified, once 3D edi-
tors are made aware of semantic properties of the models.
A first approach of modeling by example [5] illustrates the
potential of this paradigm.

Intelligent content-based access
3D search engines will become highly intelligent tools once
semantic shape analysis methods are available. If confronted
with a user query, the search system will evaluate many dif-
ferent similarity notions on all conceptual levels. From that
evaluation, the system will determine the most appropriate
similarity notion, and then present the user with the most
promising search results. The user will be offloaded from
the difficulties in 3D search as currently given, e.g., man-
ual feature selection or supplying much explicit relevance
feedback.

Automatic analysis of large 3D collections
Once the representation problems are solved and semantic
shape analysis algorithms are available, the fully automatic
population of huge 3D Digital Libraries can take place. Con-
tent from many heterogeneous sources will be integrated into
a decentralized, unified repository. The repository structure
will be analyzed, and a suitable organization will be auto-
matically learned from the data.

5. CONCLUSIONS
In this paper, we discussed fundamental aspects and ur-

gent research challenges in 3D Digital Library technology.
We argued that based on the technological effects on the
production and consumption side, in the near future mas-
sive amounts of 3D content will become available. For Dig-
ital Library support of these massive data amounts to be-
come effective, a couple of key problems regarding the 3D
data level have to be addressed, e.g., in data representation,
file format, and stable markup. Furthermore, shape analy-
sis algorithms need to become aware of 3D semantics, to
be able to implement advanced automatic organization and
retrieval capabilities, and to create large libraries of 3D con-
tent that can be effectively searched and accessed. Specif-
ically, low-level features alone are not enough to this end,
but defining a catalog of semantic 3D features, and design-
ing algorithms for their robust detection in 3D content are
a promising starting point to this end. Once these research
challenges are appropriately addressed, Digital 3D Libraries
will offer new, highly productive applications in intelligent
content acquisition, editing, organization, and accessing.
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