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JustClick: Personalized Image Recommendation via
Exploratory Search from Large-Scale Flickr Image
Collections

Jianping Fan, Daniel A. Keim, Yuli Gao, Hangzai Luo, Zongmin Li

Abstract—In this paper, we have developed a novel framework more effective image search. Because the keywords are more
called JustClick to enable personalized image recommendation jntuitive for users to specify their image needs, keywoaddul
via exploratory search from large-scale collections of manually- image retrieval approaches are now becoming more popular

annotated Flickr images. First, a topic network is automatically o . .
generated to summarize large-scale collections of manually- than traditional content-based image retrieval (CBIR)sof¢:

annotated Flickr images at a semantic level. Hyperbolic visu- However, there are at least three main obstacles for supgort
alization is further used to enable interactive navigation and keyword-based image retrieval: (a) Automatic annotatibn o
exploration of the topic network, so that users can gain insights |arge sets of images with unconstrained contents and ¢agtur
of large-scale image collections at the first glance, build up ¢qongitions is still an ongoing research challenge becatfise o

their mental query models interactively and specify their queries .
(i.e., image needs) more precisely by selecting the image topicsthe semantic gap [8, 14-17]. (b) For the same keyword-based

on the topic network directly. Thus our personalized query duery, different users may look for different types of imsage
recommendation framework can effectively address both the with various visual properties and a few keywords for query
problem of query formulation and the problem of vocabulary formulation cannot capture the users’ personal prefesence
discrepancy and null returns. Second, a limited number of effectively and efficiently. Thus most existing systemsdten

images are automatically recommended as the most represen-t t th t of | ¢ Il th .
tative images according to their representativeness for a give 0 return the same set of Images 10 a e users (i.e.,, one

image topic. Kernel principal component analysis and hyperbolic Size fits all) and users may seriously suffer from the problem
visualization are seamlessly integrated to organize and layout the of information overload [2-3, 35-39]. (c) Users may not be
recommended images (i.e., most representative images) accmigl  aple to find the most suitable keywords to formulate their
to their nonlinear visual similarities, so that users can assess the image needs precisely or they may not even know what to

relevance between the recommended images and their real queryI K f . | don't k hat | lookina for. but Il
intentions interactively. An interactive interface is implemented ook for (i.e., | don't know what | am looking for, bu

to allow users to express their time-varying query intentions and Know when 1 find jt [4-6]. In addition, there may have a
to direct the system to more relevant images according to their vocabulary discrepancy between the keywords for users to

personal preferences. Our experiments on large-scale collectisn formulate their queries and the text terms for image aniuotat

of Flickr image collections show very positive results.

Index Terms—Topic network, similarity-based image visual-

and such vocabulary discrepancy may result in null returns
for the mismatching queries. Thus users may seriously rsuffe

ization, personalized image recommendation, user-system inter- from both the problem of query formulation and the problem

action.

I. INTRODUCTION

He last few years have witnessed enormous growth
digital cameras and online high-quality digital image%
thus there is an increasing need of new techniques to supp
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of vocabulary discrepancy and null returns. The keywords fo
image annotation may not be able to describe the rich details
of the visual contents of the images sufficiently, thus most
(Iaxisting keyword-based image retrieval systems cannqiatp
Uders to look for some particular images according to their
é?ual properties.

Even though the keywords are more intuitive for users to
formulate their queries (i.e., image needs), a few keywords
cannot describe the users’ real query intentions effdgtiaed
efficiently, thus there is an uncertainty between the kegaor
for query formulation and the users’ real query intentions.
In addition, the users’ query intentions may vary with their
timely image observations, and such dynamics cannot be
characterized precisely by using pre-learned user profiles
The huge number of online users and the uncertainties of
the image retrieval environment (i.e., dynamic nature & th
users’ interests and huge diversity of image semanticg) als
make it extremely difficult to learn the user profiles prelgise
Therefore, it is very important to develop new algorithmatth
can capture the users’ dynamic query intentions implidibky
supporting personalized image recommendation.
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It is important to understand that the system alone canrz#pture the users’ time-varying query intentions imgljcfor
meet the users’ sophisticated image needs effectivelygémaachieving a user-adaptive image recommendation (addoessi
search requires greater interactivity between the usetsran the problem of time-varying query intentions and inforroati
systems [7]. Thus there is an urgent need to enhance the sygerload); Section 5 summarizes our evaluation of the algo-
tem’s ability to allow users to communicate their image reedithms and the system; We conclude in Section 6.
more precisely and express their time-varying query istsre
effectively. Visualization and interactive image expliwa can I
offer good opportunities for allowing users to add theirkbac
ground knowledge, powerful pattern recognition capabditd To tackle the first obstacle (e.qg., bridge the semantic gap fo
inference skills for directing the systems to find more ratév image annotation), automatic image annotation via semanti
images according to their personal preferences [4-5, 20-26lassification has recently received sustantial attesatiidd-
Such user-system interaction and exploration processriag b 17]. Unfortunately, supporting automatic annotation oféa
the system perspective of image collections and the usessale image collections with unconstrainted contents apd c
perspective of image needs together. Thus the interacsiee u turing conditions is still an ongoing research challengg [1
system interface should aid the users in understanding arfierefore, two alternative approaches are widely used for
expressing their image needs more precisely. Unfortuyateupporting keyword-based retrieval of large-scale orilimege
designing interactive user interfaces for the CBIR systbass collections: (a)Jcoogle image search engity indexing large-
not received enough attentions [7]. scale online image collections through the text terms that a

From the users’ point of views, such interactive user irutomatically extracted from the associated text docuspent
terfaces should be able to allow them to: (a) communicaiteage file names or URLSs; (W5lickr image search enginby
their image needs easily to the system; (b) express thidexing large-scale collections of shared images thrahgh
time-varying query interests precisely for directing tygstem taggings that are manually provided by numerous onlinesuser
to find more relevant images according to their person@hese keyword-based image search engines have offered many
preferences; (c) explore large amounts of returned images good opportunities for the CBIR community while emerging
teractively according to their inherent visual similarityntexts many new challenges.
for relevance assessment; and (d) track and visualize theiThe two commercial image search engines Google and
access path (query contexts) and recommend the most relevditkr have achieved significant progress on supporting
image topics or the most representative images for the néeyword-based retrieval of large-scale online image celle
search. tions by using the manual image taggings or the associated

From the system’s point of view, such interactive usdext terms, but their performance (accuracy, efficiency an
interfaces should be able to: (1) disclose a good globeffectiveness) is still not acceptable because of theatig
overview (i.e., a big picture) of large-scale image coltmts reasons: (1) The file names, URLs, and the associated text
to assist users in making better query decisions; (2) \izelalterms may not have exact correspondence with the semantics
large amounts of returned images according to their visuaflthe images, and thus the Google image search engineseturn
similarity contexts to assist the users in interactive imadarge amounts of junk images [40-41]. (2) Different users
exploration and relevance assessment; (3) capture the’useray use various keywords with ambiguous word senses to
time-varying query intentions implicitly and integrateeth to annotate the images and one single keyword may have multiple
find more relevant images according to the users’ persomabrd senses, thus the Flickr image search engine may return
preferences; and (4) provide a good environment to integraconsistent or incomplete results. In addition, there inaye
users’ background knowledge and pattern recognition égpaca vocabulary discrepancy between the keywords for users to
for bridging the semantic gap in the loop of image retrievalformulate their queries and the taggings for manual image

Based on these observations, we have developed a namhotations, and such vocabulary discrepancy may result in
framework calledJustClick to achieve personalized imagenull returns for the mismatching queries. Thus only using
recommendation by supporting interactive image explomati the manual annotations for image retrieval may be far from
Our research focuses on large-scale collections of manualbeople’s expectation. (3) The visual contents of the images
annotated Flickr images to bypass the semantic gap problane completely ignored, thus both Google image search engin
for automatic image annotation. In addition, a more effecti and Flickr image search engine cannot allow users to look for
user-system interface is designed for integrating theslisesome particular images of interest according to their Visua
background knowledge and their pattern recognition cdipabi properties. However, there are some evidence that thelvisua
to bridge the semantic gap interactively in the loop of imagaroperties are very important for people to search for irmage
retrieval. This paper is organized as follows. Section 2flyri [20-28]. Unfortunately, the keywords may not be expressive
reviews some existing work on tackling these three obstaclenough for describing the rich details of the visual corgent
Section 3 introduces our new scheme to incorporate tom€the images sufficiently. Even the low-level visual featur
network and hyperbolic visualization for achieving permsen may not be able to carry the semantis of image contents
ized query recommendation (addressing both the problemdifectly [8], they can definitely be used to enhance users’
query formulation and the problem of vocabulary discreganabilities on finding some particular images according tarthe
and null returns); Section 4 describes our new algorithm forherent visual similarity contexts. (4) A few keywords for
integrating visualization and interactive image explamatto query formulation may not be able to capture the users’ real

. RELATED WORK
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query intentions effectively, thus users may seriouslyfesuf to allow the users to explore large amounts of returned image
from the problem of information overload. according to their inherent visual similarity contexts, that
Some pioneer work have been done by incorporating reéhe users can discover new knowledge from large-scale image
evance feedback to bridge tlsmantic gapin the loop of collections via exploratory search [3].
image retrieval [42-46]. Unfortunately, most existingeneince  Based on these observations, some pioneer works have
feedback approaches may bring huge burden on the users lag€ein done by incorporating visualization to support irttve
a limited number of labeled images may not be representatimeage navigation and exploration [20-28]. Rubner et al] [20
enough for learning an accurate prediction model to caiegorand Stan et al.[21] have incorporated feature-based visual
large amount of unseen images precisely. similarity and multi-dimensional scaling (MDS) to create a
To tackle the second obstacle (e.g., the problem of tim2b layout of the images, so that users can navigate the
varying query intentions and information overload), persoimages easily according to their feature-based visualasiityi.
alized information retrieval can be treated as one potentidyuyen and Worring have incorporated isometric mapping to
solution and there are two well-accepted approactestent- exploit the nonlinear similarity structures for image \afna-
based filtering[38-39] and collaborative filtering [35-37]. tion [23], and Moghaddam et al. have incorporated PCA to
Unfortunately, both of them cannot directly be extended femable similarity-based image visualization which fosuea
supporting personalized image recommendation becauke ofdchieving low computational cost and fast convergence rate
huge diversity and the time-varying properties of the user@5]. Recently, Walter et al. have incorporated MDS with
preferences, and it is very hard if not impossible to leaen tihyperbolic visualization to create the spatial layout oé th
users’ preferences precisely from a few relevance judgsnenimages based on their pairwise feature-based visual dissim
The collaborative filtering approach may suffer from thdarity [22]. Unfortunately, all these existing similayibased
sparsenesproblem when there is a shortage of the userghage visualization techniques cannot work on large-scale
ratings of the images, and it cannot be used to recommenthge collections because they may seriously suffer froen th
new images because of tffiest rating problem. On the other following problems: (a) they are not scalable to the sizes of
hand, the content-based filtering approach cannot be usedhe images because of the overlapping problem; (b) they are
achieve serendipitous discovery of unexpected imagesibecanot scalable to the diversity of image semantics because of
the profiles may over-specify the users’ interests. An adeur the shortage of the effective techniques for semantic image
text-based description of image contents is also requibed Summarization; (c) the underlying similarity functions ymeot
achieve reliable content-based image filtering. Unfortelya be able to characterize the diverse visual similaritiesvben
the manual image taggings that are available at Flickr mélye images accurately and the visual similarity structures
be incomplete for describing the rich details of the visudletween the images could be nonlinear; (d) most existing
contents of the images accurately, thus they cannot be usechniques for image projection, such as MDS and PCA, may
to support reliable content-based image filtering. On tinemwt suffer from low convergence rate, stick in local minima or
hand, achieving automatic annotation of large-scale imagey not be able to exploit and preserve the nonlinear visual
collections with unconstrained contents is still an opesués similarity structures between the images precisely.
for the CBIR community [1]. The profiles for new users To tackle the third obstacle (e.g., problem of query formula
may not be available, thus all these existing personalizédn and problem of vocabulary discrepancy and null refyrns
information recommendation algorithms cannot support neMickr has provided a list of the most popular taggings (i.e.
users effectively. tagcloud) for assisting users on query formulation. Unfort
The interfaces for most existing CBIR systems are designedtely, the contextual relationships between the imagi&sop
for users to assess the relevance between the returnedsmage completely ignored. However, such inter-topic contat
and their real query intentions via page-by-page browsinglationships, which can give a good approximation of the
Such page-by-page browsing approach may seriously sufiieferestingness of the image topics (i.e., like PageRamk fo
from the following problems: (1) They are not scalable to theharacterizing the importance of web pages [34]), may play
sizes of the images and many pages are needed for displayingmportant role for the users to make better query dedsion
large amounts of images returned by the same keyword-bag@ten the most relevant image topics are displayed together
query, thus it is very tedious for users to look for somaccording to their association contexts, it is easier fentgers
particular images of interest through page-by-page broyvsi to come up with more clear query concepts. Therefore, it is
(2) Because the visual similarity contexts among the refirnvery attractive to exploit both the image topics of interastl
images are completely ignored for image ranking, the vigual their association contexts for supporting personalizedrygu
similar images may be separated into different pages artd eascommendation, so that the users can make better query
page may lead the users to new image contents. Such intf#eisions and formulate their image needs more precisely.
page visual disconnection may divert the users’ attenfiam
their current query contexts and make it very difficult foe th
users to compare the diverse visual similarities between th
returned images. Thus the users cannot assess the relevanEwsery process for image seeking is necessarily initiated
between the returned images and their real query intentidms an image need from the user’s side, thus a successful
effectively. Rather than displaying the returned imagegepaCBIR system should be able to allow the users to obtain a
by page, more interactive user interfaces should be desdlogood global overview (i.e., a big picture) of large-scalaga

I1l. PERSONALIZED QUERY RECOMMENDATION
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collections quickly and communicate their image needs madoe obtained from the available image annotation document.
effectively. In ourdustClick system, we have developed two in+rom this definition, one can observe that higher co-ocogge
novative techniques to support personalized query recammerobability = (-,-) of the image topics corresponds to larger
dation for assisting the users in communicating their imagaformation contentz(-, -) and stronger inter-topic association
needs with the system more effectively: (a) Topic network is(-, -).
automatically generated to summarize large-scale callest The semantic similaritys(C;, C;) is defined as [48]:
of manuaillly-_tagg_ed _Flic_kr_images at a semantic level; (b) Shortest_Length(Ci, C;)
Hyperbolic visualization is implemented to support change S(C;,C;) = maz (— log ) (3)
focus effectively, so that the users can gain the significant 2- Taxonomy_Depth
insights of large-scale image collections via interactiwpic whereShortest_ Length(C;, C;) is the length of the shortest
network navigation and exploration. path between the image topi€§ and C; in an one-drection
Our topic network consists of two key componemtspular IS-A taxonomy, andTaxzonomy_ Depth is the maximum
image topicsat Flickr and theilinter-topic contextual relation- depth of such one-direction 1S-A taxonomy. From this defini-
ships We have developed an automatic scheme for generatii@n, one can observe that closer between the image topécs (i
such topic network from large-scale collections of manuall smaller value ofShortest_ Length(-,-)) on the taxonomy
tagged Flickr images. Each image at Flickr is associated witorresponds to higher semantic similarfy-, -) and stronger
the users’ taggings of the underlying image semantics amd thter-topic associatio(-, -).
users’ rating scores. After the images and the associated’'us The information contentG(-,-) gained from the co-
taggings are downloaded from Flickr.com, the text terms faxccurrence probability of the image topics is more represen
image topic interpretation are identified automaticallyuging tative for characterizing the complex inter-topic asstares
standard text analysis techniques. at Flickr, thus it plays more important role than the sentanti
Concept ontology has recently been used to index asihilarity S(-,-) on characterizing the strength of the inter-
summarize large-scale image collections at the concept letopic associations)(-,-), and we setv = 0.4 andw = 0.6
by using one-direction IS-A hierarchy (i.e., each concepten heuristically.
is linked with only its parent node in one direction) [9- Unlike the one-direction IS-A hierarchy in the concept
10]. However, the contextual relationships between theggnaontology, each image topic can be linked with all the other
topics at Flickr could be more complex rather than such onierage topics on the topic network, thus the maximum number
direction 1S-A hierarchy, where each image topic may linkf such inter-topic associations?é%l), wheren is the total
with multiple related image topics as a network. Thus theumber of image topics on the topic network. However, the
inter-topic contexts for Flickr image collections canna bstrength of the associations between some image topics may
characterized precisely by using only the one-direction 18e very weak (i.e., the corresponding text terms for image
A hierarchy. Based on these observations, we have dewvelpic interpretation may not be used simultaneously forumain
oped a new algorithm for determining more general inteimage annotation), thus it is not necessary for each image to
topic associations by seamlessly integrating both the sémato be linked with all the other topics on the topic network.
similarity and theinformation contentgained from the co- Based on this understanding, each image topic is autortigtica
occurrence probability of the relevant text terms. Therintelinked with topm (m < n) most relevant image topics with

topic association(C;, C;) is then defined as: larger values of the inter-topic associatiopé,-), and the
oS(CiLCy) _ o=S(Ci,Cy) potential number of such inter-topic associations is reduc

= nxm ; P :
o(Ci,Cj)=v- G +€—S(Ci,cj)+ to #5™. One small part of our topic network is given in

Fig. 1, where the image topics are organized according to the
strength of their associations(-, -). One can observe that such
et G(Ci,Cj) 1 ¢—t-G(Ci,Cy) (1) topic network can provide a good global overview (i.e., a big
where v + w = 1, the first part is used to measure th@icture) of large-scale collections of manually-taggedktl
contribution from the semantic similarit§(C;, C;) between images at a semantic level, thus it can be used to assist users
the image topicsC; and C;, the second part indicates thdn making better query decisions. When users see how the
contribution from the information contert¥(C;, C;) gained image topics are related to each other on the topic network,
from the co-occurrence probability of the image topigsand they will have a better understanding of their image needs an
C;, t is an integer to keep(C;, C;) andt - G(C;, C;) to be CcOme up with more precise query concepts. _

on the same scale; and w are the weighting parameters. 10 integrate the topic network for supporting personalized
In our definition, the strength of the inter-topic associatis duery recommendation, it is very attractive to enable giagh

normalized tol and it increases adaptively with the semantitepresentation and visualization of the topic network, rsat t
similarity and the information content. users can obtain a good global overview of large-scale image

The information conten€(C;, C;) is defined as: collections at the first glance. It is also very attractivemable

1 interactive topic network navigation and exploration adaay
_— (2) tothe inherent inter-topic contexts, so that the users eaitye
log 7(Ci, C) find the image topics which are more relevant to their mental
wherew(C;, C;) is the co-occurrence probability of the textguery models. Thus the queries do not need to be formulated
terms for interpreting two image topics; andC;, and it can explicitly, but emerge through the interaction of the useith

otG(Ci,Cy) _ o—t:G(Ci,Cy)

w -

G(C;,Cj) = —
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Fig. 1. One portion of our topic network for organizing larggale manually-annotated Flickr image collections at a sémbavel.

the topic network (i.e., users can just choose the visibkgien and query-driven topic visualization should be performed o
topics on the topic network rather than generate the keysvolthe and they can be achieved in real time.
for query formulation, thus we name our systendastClick).
Unfortunately, visualizing large-scale topic networle(j.the _ ) ) )
topic network which consists of large amounts of image Is)pic/'\- Qqery Recommendation via Interactive Topic Network Ex-
in a 2D system interface with a limited screen size is notRioration
trivial task because of the overlapping problem [30]. We have integrated both the popularity of the image topics
To tackle the overlapping problem for topic network visualand the importance of the image topics to determine their
ization, we have investigated multiple innovative teclueis; interestingness scores. The popularity for one certairgéma
(a) The interestingness scores are defined for the imagestogopic is related to the number of images under the given image
on the topic network and they are used to highlight the imagepic. If one image topic consists of more images, it tends to
topics of interest and eliminate some less interesting @nage more interesting. The importance of a given image topic
topics, so that users can always be acquainted by the missalso related to its linkages with other image topics on the
interesting image topics and gain the significant insigHts topic network. If one image topic is linked with more image
large-scale image collections at the first glance. (b) A nelgpics on the topic network, it tends to be more interesting
constraint-driven topic clustering algorithm is develdp® [34]. Thus theinterestingness score(C;) for a given image
achieve multi-level representation and visualizationafé- topic C; is defined as:
scale topic network, so that our topic network visualizatio
algorithm can have good scalability with the number of o(Ci) =
image topics. (c) A query-driven topic network visualipati
algorithm i.s developed to support goal—dirgcted query re@meres +n = 1, n(c;) is the number of images undet;,
ommendation, so that users can be acquainted by a limifed ) is the number of image topics linked witt} on the topic
number of image topics which are most relevant to thejjetwork, andr is an integer to keep(c;) andr - i(c;) to be
current query interests. (d) Hyperbolic visualization B2d o the same scale. The number of the linked topics is more
to enable interactive topic network exploration and tacklke important than the number of images for characterizing the
overlapping problem interactively via change of focus. interestingness for a given image topic [34], e.g., imagécs
It is worth noting that the processes for automatiohich consist of a smaller size of images but are linked with
topic network construction, interestingness score catmi, many other image topics, are more interesting than the image
constraint-driven topic clustering, multidimensionalalieg topics which consist of larger size of images but are linked
(MDS) for topic network projection and visualization, anetp with few other image topics. Based on this observation, we
sonalized topic network generation can be performed né:li setn = 0.6 ande = 0.4 heuristically. In our definition, the
Only the processes for interactive topic network explorati interestingness scorg-) is normalized tol and it increases

enlci) _ g—n(ci) er-llci) _ g—rl(cs)

+n- er-l(ei) + e—ri(e:) (4)

& enlen) 1 e—nlen)
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drievn topic network visualization. As shown in Fig. 2, large-
scale topic network is re-organized according to the user’s
guery concept and more spaces are arranged automatically fo
the image topics which are more relevant to the given query
concept. Thequery-driven interestingness scogé(Cy,) for a
given image topid’, on the topic network is defined as:

13 d(Cka Cmatch) S 2
Qq(Ck) = Q(Ck) X ¢(Ck7 Cmatch) X
0, otherwise

Fig. 2. Query-drievn visualization of the same topic netwaskshown in . . . (6)
Fig. 1, where “sunset” is the query concept from the user. where theCiqtcn is Used to denote the image topic on the

topic network which best matches with the user’s query con-
) ) ) cept,d(Cy, Cater) is the location distance between the given
adaptlvely Wlth the number of images-) and the number of image topicC), and the best matching image tofi,q:., by
the linked topicsl(-). _ ‘counting the image topic nodes between them on the topic
After such interestingness scores for all the image topiggwork. In our current implementation, we just consider th
on the topic network are available, the image topics apfost relevant image topics which the distance is no more than
then rankgd acco_rdlng to their |_ntere§t|ngness scoreshao t (i.e., second-order nearest neighbors on the topic nejwork
Fhe most interesting image topics vy|th larger vglues of thgyr query-driven topic network visualization algorithmnca
interestingness scores can be highlighted effectively taed fter at least two advantages: (a) it can significantly reduc
less mterestlng image topics yv|t_h smaller valu_es of the ipre overlapping between the image topics by focusing on only
terestingness scores can be eliminated automatically ff@m 5 small number of image topics which are most relevant to

topic network. Thus users can always be acquainted by g ysers query concept (e.@4(-) # 0); (b) it can guide the

most interesting image topics. S ‘user on which image topics they can access for next search
We have also developed a new constraint-driven clusteriggcording to the inter-topic contexts.

algorithm to achieve multi-level representation of laspaie

) L ens ; We have investigated multiple solutions to layout the topic
topic network, and the pairwise edge weight is defined as:

network: (1) A string-based approach is incorporated to-vis

a2(c;,05) alize the topic network with a nested view, where each image

e 1 ., if d(C;,C;) <6  topicis displayed closely with the most relevant image dspi

P(Ci, Cj) = ¢(Ci, Cj) X according to the strength of their inter-topic association
0, otherwise The interestingness score for each image topic can also be

(5) visualized, so that users can get the sense of the inteyasts
where the first par(C;, C;) denotes the association betweenf the image topics at the first glance. (2) The inter-topis-co
the image topicg”; and C;, the second part indicates theirtextual relationships are represented as the weightedaated
linkage relatedness and constraiitC;, C;) is the distance edges, and the length of such weighted undirected edges are
between the physical locations for the image topi¢sand inversely proportional to the strength of the correspogdin
C; on the topic networkg, is the variance of their physical inter-topic association(-,-), e.g., closer image topics on
location distances, andlis a pre-defined threshold. the topic network are more relevant with stronger inteiigop

After such pairwise edge weight matrix is obtained, Nom@ssociations. Thus the geometric closeness between tlge ima
malized Cut algorithm is used to obtain an optimal partitiotppics is strongly related to their associations, so thahsu
of large-scale topic network [29]. Thus the image topicgraphical representation of the topic network can reveakatg
which are strongly correlated and are connected each otherl about how these image topics are correlated and how they
on the topic network, are partitioned into the same clustare intended to be used jointly for manual image tagging. (3)
and be treated as one super-topic at the higher abstraét leRen iconic image is selected automatically for each imagéctop
Each super-topic can be expanded into a group of strongnd it is visualized simultaneously with the corresponding
correlated image topics (i.e., a smaller-size topic netjvat image topic node. Such combination of the iconic images
the lower level. Thus our constraint-driven topic clustgri and the text terms for multi-modal image topic interpretati
algorithm is able to achieve multi-level representatiord arand visualization can provide more intuitive format for ramm
visualization of large-scale topic network. Because thalmer cognition.
of image topics at each level are much smaller, our multi- Our approach for topic network visualization has also ex-
level topic network representation and visualization gt ploited hyperbolic geometry [30]. The hyperbolic geomesy
can reduce the visual complexity significantly, tackle thparticularly well suited for achieving graph-based layofit
overlapping problem effectively, and have good scalabilithe topic network. The essence of our approach is to project
with the number of image topics. the topic network onto a hyperbolic plane according to the

When the users have clear query concepts in mind, thelyength of the associations between the image topics, and
can directly submit their keyword-based queries to ouresyst layout the topic network by mapping the relevant image topic
and we have developed a novel algorithm to enajlery- nodes onto a circular display region. Thus our hyperboliicto
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without losing the semantic contexts between the imagetopi
nodes, where the rest of the layout of the topic network
transforms appropriately. Users can directly see tibygics
of interestin such interactive topic network navigation and
exploration process, thus they can build up their mentahyque
models interactively and specify their queries precisely b
selecting the visible image topics on the topic networkatiye
as shown in Fig. 4. By supporting interactive topic network
exploration, our hyperbolic topic network visualizatiarheme
can support personalized query recommendation inteedygtiv
which can address both the problem of query formulation and
Fig. 3. Interactive exploration of the topic network (shownFig. 1) via the problem of vocabulary discrepancy and null returns more
change of focus. effectively. Such interactive topic network exploratiomgess
does not require the user profiles, thus dustClick system
network visualization scheme takes the following step$: (aan also support new users effectively.
The image topic nodes on the topic network are projectedWhen large-scale topic network comes into view, visualizing
onto a hyperbolic plane according to the strength of theil the image topics and their contextual relationshipsne o
associations by minimizing Sammon’s cost function [47]: sceen with size limitation is impractical. Thus our hypéito
n o visualization scheme focuses on assigning more spacelsefor t
) = A A2 image topic node in current focus and ignoring the details fo
B{CY) Z Z wigl0(Ci Cy) = #(Ci, Gl @) the residual image topic nodes on the topic network, which ca
tackle the overlapping problem interactively. Through raea
where ¢(C;, C;) is the strength of the inter-topic associationyf focus, users can always be acquainted by the image topics
between the image topids; andC;, the factorsw;; are used of jnterest according to their time-varying query intesedit
to weight the disparities individually and also to normalthe the same time, users can also see the local inter-topicxtente
Sammon’s cost functiol® to be independent to the absolut§ynich are embedded in a global structure (i.e., topic netyyor
scale of the inter-topic associatiaf(C;, C;), and6(Cs,Cj) s that they can easily perceive and recognize the apptepria
is the location distance between the image tofiigsand C;  directions for future search as shown in Fig. 4. QustClick

i=1 j>i

on the hyperbolic plane. system can also track and visualize the users’ access path
|Xe — X | (query contexts over the topic network) as shown in Fig.
6(C;,Cj) =2 - arctanh (|1—XXJ|> (8)  4(a), so that the users can see a “big picture” about which

image topics they have visited, which image topics they are
whereX., andX., are the locations of the image topics on theisiting now, and which image topics are recommended by
hyperbolic plane. In our current implementation, Sammonéur system for next search. Thus the users can always be

intermediate normalization factor is used to calculatg: acquainted by the image topics which are most relevant to
1 1 their current query interests. By tracking and visualizthg
Wij (9) users’ access path, the users can see a good global structure

2ok 25 9(C1 Cr) 6(Ci C) of their query contexts and keep track of the progress of thei
(b) After such context-preserving projection of the imagsequential searches. Through examining and comparing the
topics is obtained, Poincadisk model [30] is used to map theresults (see section 4) obtained by these sequential &sarch
image topic nodes on the hyperbolic plane onto a 2D displéiye., using different image topics) on the query contexpma
coordinate. Poincér disk model maps the entire hyperbolicthe users can easily discover the boundary of the meaning
space onto an open unit circle, and produces a non-unifofan their query concepts (i.e., which image topic starts to
mapping of the image topic nodes to the 2D display coordieturn the images with completely different visual projssx
nate. Such boundary can also allow the users to know which image
After the hyperbolic visualization of the topic network isopics on the query context map (embedded on the topic
available, it can be used to enable interactive exploradioth network) can give them more relevant images according to
navigation of the semantic summary (i.e., topic network) @gheir personal preferences. The query context maps, wiaich c
large-scale collections of manually-annotated Flickr gem also be used to record the users’ dynamic query actions, are
via change of focusThe change of focuds implemented further exploited to generate personalized topic netwank f
by changing the mapping of the image topic nodes froguery recommendation.
the hyperbolic plane to the unit disk for display, and the
positions of the image topic nodes in the hyperbolic plarfe Personalized Topic Network Generation for Query Recom-
need not to be altered during the focus manipulation [30])€ndation
As shown in Fig. 3, users can change their focuses of imageThe users’ query interests have two significant properties:
topics by clicking on any visible image topic node to bringa) dynamic (current and time-varying interests); (b) ¢®ns
it into focus at the screen center, or by dragging any visibtency (long-term and general interests) [35-39]. Our user-
image topic node interactively to any other screen locati@ystem interaction interface focuses on capturing thesuser
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Fig. 4. Our JustClick system can achieve a good balance batg®bal context and local details: (a) user's access path global context of the topic
network; (b), (c) and (d) the local details of the semanticterts for query recommendation.

dynamic query interests adaptively for supporting perbnec

topic recommendation. On the other hand, it is also ve . *.,W e / /4“??.:0..
attractive to learn the users’ long-term query interests.,(i T — [waves
o

\sun}

——

user profiles) for personalized topic recommendation. =
In our JustClick system, we have developed a new algorithrs®®m

- : — [nsw
for learning the user profiles automatically from the cdilee s 7 /| e e -
of the user's dynamic query actions (i.e., query contextspay Imefea - /" \\\\ T i
for updating the system’s knowledge of the user's image siee ~ enslishbay /o N

. . . s / \ .
and personal preferences. Thus fhersonalized interesting- =t [a] g‘g k‘ maya)
boat| 'vancouver

ness scorep?(C;) for a given image topia”; on the topic

. Fig. 5. The first-order nearest neighborhood and interetapirelations for
network can be defined as: 9 9 D

automatic preference propagation, where the image topictiiéa the center

e(Ci) _ p—v(Cy) is to be propagated.
V4 ) — . .
?(Ci) = o(Ci) + o(Ch) <ﬁv (@) L o=@ T
es(ci) _ e*S(CI‘) 6d(C¢) —_ G*d(Ci)
Bs es(Ci) + ¢—s(Cy) + Pa ed(C) f e—d(Cy) (10) topics for generating a personalized topic network to regme

. . . . the user profiles. Thus the image topics with smaller values
where(C;) is the original interestingness score of the VGt the personalized interestingness scores can be eliednat

image topicC;, v(C;) is the visiting times of the given imageautomatically, so that each user can be acquainted by the

topic C; from the particular l.JseE(Ci) IS the stgymg seconds most interesting image topics according to his/her peilsona
for the particular user to stick on the given image togig preferences

d(C;) is the access depth for the particular user to interact
with the image topicC; and the images undet;, 3,, (s, The user’s interests may be changed according to his/her
and §; are the normalization parameters, + 0 + 84 = timely image observations, and one major problem for inte-
1. Thus the personalized interestingness scores of the imagating the pre-learned user profiles for query recommeéomat
topics can be determined immediately when such user-systarthat such pre-learned user profiles may over-specify the
interaction happens, and they will converge to the stallleega user’s interests. Thus the pre-learned user profiles majehin
for characterizing the user’'s long-term query interests.,(i the user to access other interesting image topics on the
user profiles). topic network. Based on this observation, we have developed
After the personalized interestingness scores for allethes novel algorithm for propagating the user’s interests over
image topics are learned from the collection of the usergher relevant image topics on the topic network. Thus the
dynamic query actions, they can be used to highlight the @nagersonalized interestingness sc@fC;) for the image topic
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C; to be propagated can defined as: topic and users may seriously suffer from the problem of
information overload. In order to tackle this problem in our

P ) — N pP .
2"(Cj) = o(Cy)e"(Cy) (D) justClick system, we have developed a novel framework for

whereg(C;) is the original interestingness score for the imageersonalized image recommendation and it consists of three
topic C; to be propagated,?(C;) is the propagation strengthmajor components: (aJopic-Driven Image Summarization

of the image topicC; and it is defined as: and Recommendatioifhe semantically-similar images under
_ the same topic are first partitioned into multiple clusters
©P(C5) = Zqﬁ(cz) according to their nonlinear visual similarity contextsdaa
le® limited number of images are automatically selected as the
#(C1,Cy), d(Cy,Cy) =1 most representative images according to their repre$esat
o(Cy) = (12) ness for a given image topic. Our system can also allow users
0, otherwise to define the number of such most representative images for

. _ L _ relevance assessment. (dntext-Driven Image Visualization
where () is the set of the accessed image topics in the first, 4 £yhjoration Kernel PCA and hyperbolic visualization are
.Orde.r nearest ”e'ght?orh“d, of the Image to@gas shown seamlessly integrated to enable interactive image expgiora
In F!g. 5, ‘b(cl,’cj) is the inter-topic assouathn betwee_rhccording to their inherent visual similarity contexts, that
the image topicC; to be propagated and the image OPiGsers can assess the relevance between the recommended

Ci that has been accessed by the particular user. Thus imﬁges (i.e., most representative images) and their realyqu

Image t_op|cs, which have Iargsr values of ;hedper_so?al'zﬁﬂentions more effectively. (dptention-Driven Image Recom-
interestingness scorgg(-), can be propagated adaptively. o qation An interactive user-system interface is designed to

. Itis yvor_th EOt;ng that tlhe}_|mage IOP'CS’ V&’h'Ch "I",re,dlesﬁllow the user to express his/her time-varying query inoest
Interesting 'mt. € large pool ofimage topics and are e igaa easily for directing the system to find more relevant images
at the beginning for reducing the complexity for large'ecalaccording to his/her personal preferences

topic network visualization, can be recovered and be ptesen g yqrth noting that the processes for kernel-based image

to the particular user when their strongly-related |magncm_ clustering, topic-driven image summarization and recomme

(which are strongly related to these eliminated image E‘)p'cdagon (i.e., most representative image recommendatiod) a

are accessed by the particular user and thus the values Shtext-driven image visualization can be performed iofé|

. . . : C
their personalized interestingness scores may becomer.larglithout considering the users’ personal preferences. Only

Therefore, our mterestlngne_ss propz_igat_lon algorlthnnd:lam_/ the processes for interactive image exploration and iigent
users to access some less interesting image topics (whach diven image recommendation should be performed on-line
not significant in the pool of large amounts of image topicgnoI they can be achieved in real time.
and are eliminated at the beginning for reducing visuabnat
complexity) according to their personal preferences.

By integrating the inter-topic correlations for automatié. Topic-Driven Image Summarization and Recommendation
propagation of the user's preferences, OusiClick system  pg \isyal properties of the images and their visual similar

can precisely predict the user's hidden preferences fran th ontexts are very important for users to assess theartey
collegtlon of hls/her dynamic query actions. Thus the pefanyeen the images and their real query intentions. Unfor-
sonalized topic network can be used to represent the Uggately Flickr image search engine has completely ighore
profiles precisely, where the interesting image topics C@ych important characteristics of the images. To chariaeter
be highlighted according to their personalized interestess o giverse visual principles of the images efficiently and
scores. The personalized topic network, which is treated ggatively, both the global visual features and the lodalial

the user profiles to interpret the user's personal pref@®nCig ¢ res should be extracted for image similarity charizzte

can recommend the topics of interest to each individual usgyy, [11-13]. To avoid the pitfalls of the image segmentatio
directly without requiring him/her to make an explicit quer 5 segmentation is not performed for feature extractio

In our current implementations, 16-bin color histogram][11
IV. PERSONALIZED IMAGE RECOMMENDATION and 62-dimensional texture features from Gabor filter banks
Multiple keywords may simultaneously be used to tag tH&2] are used to characterize the global visual propertfes o
same image, thus one single image may belong to multiglee images, a number of interest points and their SIFT (scale
image topics on the topic network. On the other hand, thevariant feature transform) features are used to charaete
same keyword may be used to tag many semantically-simithae local visual properties of the images [13]. As shown in
images, thus each image topic at Flickr may consist of largég. 6, one can observe that our feature extraction operator
amount of semantically-similar images with diverse visualan effectively extract the principal visual propertiestbé
properties (i.e., some topics may contain more than 100,00ages.
images at Flickr). Unfortunately, most existing keyworasbd  To achieve more accurate approximation of the diverse
image retrieval systems tend to return all these imageseto thsual similarities between the images, different kerisbiguld
users without taking their personal preferences into dmmsi be designed for various feature subsets because thestistalti
ation. Thus query-by-topic via keyword matching will retur properties of the images are very different. Unfortunately
large amounts of semantically-similar images under theesammost existing machine learning tools use one single kernel
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C; and it is given as:

1 & Y
ZEE S WTTREED ST

@ S where N, is the number of images in théh cluster. The trace
Fig. 6. Visual feature extraction for image similarity chaeaization: (a) Of the scatter matrixS$ can be computed by:

original images; (b) interest points and SIFT vectors; (cyelet transforma- N
tion. 1 <& T

T (52) = D03 i (ot — ) (o60) — uf)
I=1 i=1

for characterizing the diverse visual similarities betwehe (16)
images and completely ignore the heterogeneity of thesstatind it can further be re-written as:

tical properties of the images in the high-dimensional mult 1N
modal feature space. Based on these observations, we have T, (S0) = SN BulN (i, i) (17)
studied the particular statistical property of the imagedar 1=1 i=1

each feature subset_, and the gained knowledge is then use ﬁ%reAQ(x“N?s) is defined as:

design the most suitable kernel for each feature subset [1

Thus three particular image kernels (color histogram Kerne B o XN

wavelet filter bank kernel, interest point matching kerrse A% (@i, ) = K@i, i) — N, Zﬁlj“(xi’xj)Jr

first constructed to characterize the diverse visual siitid¢a i=1

between the images, and a linear combination of these three 1 M

particular image kernels (i.e., mixture-of-kernels) cartter Nz Z Z BriBimk(xj, Tm) (18)
form a family of mixture-of-kernels for characterizing the U j=1m=1

diverse visual similarities between the images more atelyra 3

[19]. Because multiple kernels are seamlessly integrated t k(z,z;) = p(x) T p(2;) = Zahﬁh(x,xi) (19)
characterize the heterogeneous statistical propertiethef h—1

images in the high-dimensional multi-modal feature spac&2

P ; .
our mixture-of-kernels algorithm can achieve more aceura (@5, 47) can further be refined as:

image clustering and can also provide a natural way to add 3 B
new feature subsets and their particular kernels increatignt A (i, 1)) = and (i, 1) (20)
For a given image paif andJ under the same topic, their h=1
visual similarity context is characterized by using a migtu ~ 9 N
of three basic image kernels (i.e., mixture-of-kernel€)]{1 A (ay, 1)) = by, ;) — N Zﬁzjﬁh(xi,ﬂch
[
3 3
_ _ 1 N N
() ;;1 aninls ) ;;1 st N 21 21 BiiBimbn (x4, Tm) (21)
Jj=1m=

where «y, is the importance factor for théth basic image
kernel. Our mixture-of-kernels algorithm can achieve mawe ; v
curate approximation of the diverse visual similaritiesNsen 1 < ~

the images and produce nonlinear separation hypersurfaces (8%) = Zo‘h (N Zzﬂ“AQ(x““?)> (22)
between the images. Thus it can achieve more accurate image h=1 I=1=t

clustering and exploit the nonlinear visual similarity texts 10 achieve geometrical interpretation of the image claster
for image visualization. we can define a cluster sphere for describing the images in the

The semantically-similar images (which belong to the sans@me cluster (i.e., the sphere with minimal radius comagini
image topic) are automatically partitioned into multiplesz @l the images in the same cluster) [33]. The images, which

ters according to their kernel-based visual similarityteats. 0cate on the boundary of the cluster sphere, are treatdteas t

The optimal partition of the images under the same topic sypport vectors for the corresponding image cluster. Thes t

obtained by minimizing the trace of the within-cluster seat distance bed)tween a given image with the visual featuraad
matrix, S¢. The scatter matrix is given by: the center; of the best matching cluster; can be defined
1 w* -

as:

The trace of the scatter matrk$ can be refined as:

T N A
1 T 2 _ _ P02 — A2 ¢
6=+ Y>> B ((b(xi) - uf) (¢($i) - uf) (14) Ri(z) = |lo(x) — i IIF = A%z, ), z€Cr (23)
=1 i=1 The radius of the cluster sphere is given by the distance

where ¢(z;) is the mapping function of the image with thebetween a s_upport vector and the center of t_he cluster sphere
. . . . thus the radius of the cluster sphere for ftte image cluster

visual featuresr;, N is the number of images and is the ¢’ can be defined as:

number of clustersy;; is the membership parametér, = 1 ! '

if z; € C; and0 otherwise,.! is the center of théth cluster Ry = {Ry(x:) = Awi, pul) |z € O} (24)
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0 are determined automatically by minimizing the trace of
the scatter matricS¢ in Eq.(22). In this innerr iteration
procedure, our algorithm uses a K-means-like strategy, [31]
i.e., updating all the cluster centers repeatedly accgrttirthe
image memberships (i.e., the paramet&ra/hich are obtained

g PRE R by minimizing the trace of the scatter matS§¢ . This innerr
% : S\ iteration procedure will stop until the cluster centersdmae

m W L stable (no change anymore).

: 8 When there areN images under the given topic, the
computational cost for obtaining their kernel matrix is ap-
proximated asO(N?). Therefore, the total computational

cost for clustering theséV images intor clusters can be
e g | approximated a®)(rN?3). Thus supporting kernel-based im-
— ] - e W = age clustering may require huge memory space to store the
Fig. 7. Our representatliver}essz-ggsed sampling techniquetackle the kernel matrix when the given topic consists of large amount
e e Eaerio Soit lehesen! of semantically-similar mages. To address this problere, w
similar images under the same topic “plant”. have developed a new algorlthm for redUC|ng the memory
cost by seamlessly integrating parallel computing withbglo
) A decision optimization. Our new algorithm takes the follogi
wherte is the_set of s_upport vectors of ttigh clusterC;. key steps: (a) To reduce the memory cost, the images under
The image with the visual featurgscan be detected as they,e same topic are randomly partitioned into multiple serall

outlier (i.e,, O(y) = 1): subsets. (b) Our kernel-based image clustering algorithm i

1, if R2(y)>R? for all 1€[1,7] performed parallelly on all these image subsets to obtain a
O(y) = (25 within-subset partition of the images according to theredse
0, otherwise visual similarity contexts. (c) The support vectors for leac

image subset are validated by other image subsets through
Based on such geometrical interpretation of the imagesting Karush-Kuhn-Tucker (KKT) conditions. The support
clusters, searching the optimal values of the elemen#®d vectors, which violate the KKT conditions, are integrated t
o that minimizes the expression of the trace in Eq. (22) cajpdate the decision boundaries for the corresponding image
be achieved effectively by using two iterations: (a) outer subset incrementally. This process is repeated until tbkag|
iteration; and (b) inner iteration. optimum is reached and an optimal partition of large amount
Ideally, a good combination of these three basic imagg# images under the same image topic is obtained.
kernels (i.e., with optimal values for these thre@arameters)  Our kernel-based image clustering algorithm has the fol-
should be able to achieve more accurate characterizationi®fing advantages: (1) It can seamlessly integrate meltipl
the nonlinear visual similarity contexts between the insag&ernels to characterize the diverse visual similaritiesveen
and result in better image clustering with less overlappinge images more accurately. Thus it can provide a good
between the spheres for different image clusters. Thus thgight of large amount of images by determining their globa
optimal values of the parametessfor combining three basic distribution structures (i.e., image clusters and theinilsir-
image kernels are obtained by minimizing tblester sphere ity contexts) accurately, and such global image distréouti

overlapping structures can further be used to achieve more effective im-
N age visualization by selecting the most representativegyésa

mm{z (Rz(xi) < RN Ry(z;) < Ryl k € [1,7]] automatically fro_m gll these ir_nage clusters. (2) Only the
Py most representative images (which are the support ve@oes)

(26) stored and validated by other image subsets, thus it resjuest
whereR;(z;) = A(zs, 1) and Ry(z;) = A(zy, 1)) are used far less memory space. The redundant images (which are not
to determine the distances between the given image with the support vectors) are eliminated early, thus the kdvased
visual features;; and the centers for the image clustétsand image clustering process can be accelerated significgBily.
Cy. To reduce the computational cost for the outdteration, The support vectors for each image subset are validated by
we have pre-defined a set of the potential combinations ather image subsets, thus our algorithm can handle theeaitli
these threea parameters with different values. Such preand noise effectively and it can generate more robust cingte
defined set ofa parameters can be obtained from a smatlksults.
set of images via semi-supervised learning. Thus the pmoble To allow users to assess the relevance between the images
for finding an optimal combination of these three basic imageturned by the keyword-based query and their real query
kernels (i.e., finding optimal values af) is simplified to intentions, it is very important to visualize the semarljea
search an optimal unit sequentially over the pre-defined stilar images under the same topic according to their ierfiter
of the potential combinations of these thregarameters.  visual similarity contexts. Because each topic may relate

For the innerr iteration (each iteration picks one integeto large amounts of semantically-similar images, visuadjz
from [Timin, Tmae] Sequentially), the membership parametersuch large-size of images on a size-limited display screen



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY,OL. 18, NO. 8, AUGUST 2008 12

- B
" ¥

L me

Fig. 8.  Our representativeness-based sampling techniquetackle the Fig. 9. Our representativeness-based sampling techniquetackle the
overlapping problem by selecting 200 most representativg@s#o represent overlapping problem by selecting 200 most representativgési#o represent
and preserve the visual similarity contexts betwer858 semantically- and preserve the visual similarity contexts betwe887 semantically-
similar images under the same topic “flower”. similar images under the same topic “garden”.

may seriously suffer from the overlapping problem (e_gg’nderlying nonlinear visual similarity contexts betwedre t
overlapping between the images may decrease the visibiliiWages- Thus three types of images can be selected to achieve
of the images significantly and the overlapped images wigpresentativeness-based summarization of the vissaliifar
compete each other visually for human attention). On tf@ages in the same cluster: (1) The images, which locate on
other hand, displaying large amounts of redundant imag@? cluster sphere and are treated as the support vectors for
with similar visual properties to the users cannot provigen the corresponding image cluster, can effectively capthee t
with any additional information. Obviously, simply selegg €ssentials (i.e., principal visual properties) of the iemgn
only one iconic image from each image cluster is unable g€ same cluster; (2) The images, which locate at the center
represent and preserve the nonlinear visual similarityeods ©f the cluster and are far away from the cluster sphere, are
among large amounts of semantically-similar images urfter tmore representative for the popular images located in tasar
same topic [18], thus more effective techniques are st;omj'}’ith higher densities; and (3) The images, which have higher
expected to achieve representativeness-based image sunf@f)g scores from numerous or_lline users, are more if?iB‘QQSt
rization. Based on these understandings, we have develofzthe users. Thus thepresentativeness scoper) for a given
a novel algorithm to achieve representativeness-basegeiminage with the visual features can be defined as:
summarization and overlapping reduction by selecting the cUR(@) _ o—UR(z) o A
most representative images automatically according t& the(z) = p(2)+p(2) % “5pry o URG) pz) = et (=)
representativeness for a given image topic. (27)
Different clusters are used to interpret different groufthe wherep(z) is the objective measure of the representativeness
images with various visual properties and different imaott score for the image with the visual feature U R(z) is the
aspects for a given image topic, thus the most represeatatisers’ rating score for the given image, aai\(ck,ék) is the
images should be selected from all these clusters and tuntext-oriented correlation between the given image aed t
outliers to preserve the nonlinear visual similarity cotge corresponding image clusteér,.
between the images. Obviously, different clusters mayaiont  The context-oriented correlatiei{z, C‘k) can be defined as:

different numbers of images, thus larger number of such most

representative images should be selected from the clustg@ék) _ mar )l Z Buit(, x7), — By R ()
with bigger coverage percentages. On the other hand, some ! pr

representative images should prior be selected from thiemut (28)

for supporting serendipitous discovery of unexpected &sag Where_zrie@ Byik(z,z;) is used to characterize the cor-
The optimal number of such most representative images delation between the given image and the decision boundary
pends on their effectiveness and efficiency for represgntii.e., support vectors) for the image clustgr O, is the set of
and preserving the nonlinear visual similarity contextoag the support vectors for the image clustar and—p3,; R} (x) is
large amounts of semantically-similar images under theesamsed to characterize the correlation between the givenémag
topic. and the center for the image clusér. Thus the images, which
For the visually-similar images in the same cluster, ware closer to the decision boundary or closer to the cluster
have seamlessly integrated both the subjective measure aedter for one of these image clusters or have higher users’
the objective measure to quantify their representatienasting scores, will have larger values of the represerdaggs
scores. The subjective measure of an image depends ondberesp(-). The images in the same cluster can be ranked
users’ rating scores that are available at Flickr. The dimec precisely according to their representativeness sconesthe
measure of an image depends on its representativenesefomtiost representative images with larger valuesp6f) can
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be selected and be recommended to the users for relevandéou::l given image with the visual featuresits projection
assessment. P(x, V*) on the selected top eigenvectors with non-zero

The user profiles are not required for selecting the most regigenvalues can be defined as:
resentative images, thus our topic-driven image recomarend I
. . — — —
tion schemg can support new users effectively. Only the mostp(, /%) = Z 3§?¢(Ij)T¢(z) = Z w;?,{(z,xj) (33)
representative images are recommended, and large amount of =
redundant images, which have similar visual propertie$ wit
the most representative images, are eliminated autorﬂ;a.ticat ST

. L . . he top k& principal components, are further mapped onto
Through supporting topic-driven image recommendatiom, oy . . g
; g : ._the hyperbolic plane. After such context-preserving g
JustClick system can significantly reduce both the information S . : R
. o{ the most representative images is obtained, Poindask
overload for relevance assessment and the visual complexi : 0
. . . . model is used to map the most representative images on the
for image visualization and exploration. . : :
hyperbolic plane onto a 2D display coordinate to support
change of focus and interactive image exploration.

Even the low-level visual features may not be able to carry
_ _ _ the image semantics directly, supporting similarity-lohsa-

To assist users in assessing the relevance between 4§ visualization can significantly leverage humans’ péuler
most representative images (i.e., recommended images) ghgabilities on pattern recognition for interactive relese
their real query intentions, it is very important to develogssessment. Through change of focus, users can easilplcontr
new visualization algorithms that are able to preserve thge presentation and visualization of the recommendedésiag
nonlinear visual similarity contexts between the images gy interactive relevance assessment.
the high-dimensional feature space. We have incorporatedour hyperbolic visualization of the most representative
kernel PCA [32] to project the most representative imag@sages recommended for the image topics “plant”, “garden”
onto a hyperbolic plane, so that the nonlinear visual shitfla gnd “flower” are shown in Fig. 7, Fig. 8 and Fig. 9, where
contexts between the images can be preserved precisely Jgf most representative images for the image topics “plant”,
Interactive Image explor-atloln. o ~ “garden” and “flower” are recommended and visualized. One
~ The most representative images for a given image topic afgn observe that such 2D hyperbolic visualization of thetmos
first centered according to their center in the feature sfeme representative images can provide an effective interfoeta
a given most representative image with the visual featutesand summarization of the original visual similarity corttex
its feature-based representation can be centered by Usingdmong large amounts of semantically-similary images under
centeru? of theseL most representative images: the same topic. Visualizing the images according to theinai

similarity contexts can allow users to find interesting wisu

L L
3(x) = d(x) — pu?, p® = %ZQS(II-), ZQ/—)(Ii) _ o Similarity contexts between the images and discover more
i=1 i=1

j=1
The most representative images, which are projected on

B. Context-Driven Image Visualization and Exploration

relevant images according to their nonlinear visual sintjla
(29) contexts. Through selecting the most representative isbuge
The covariance matri¥( and its component is defined as thémage summarization and visualization, austClick system

dot product matrix: can provide larger coverage of the diverse image contents in
~ ~ ~ a sized-limited screen and save the users’ efforts on neteva
Kij = o) d(x;) = K(xi, z;) (30) assessment significantly.

i . ) i The change of focus is implemented for allowing users to
Then the kernel PCA is obtained by solving the eigenvalygyigate and explore the most representative images dngord

equation: . to their nonlinear visual similarity contexts. Users caarge
KV =)V (31a) their focuses of the images by clicking on any visible image
to bring it into focus at the screen center, or by dragging any
or visible image interactively to any other screen locatiothewit
KdJd =M< (31b) losing their visual similarity contexts, where the rest bét

_ images can transform appropriately. With the power of high
where V' are the eigenvectord, is the number of the most interaction and rapid response for exploring and navigatin
representative images,= [A\1, -+, Ar] denotes the eigenval-the recommended images (i.e., most representative images)
ues,\; > Xy > --- >\, andw = [y, ---, @] denotes according to their nonlinear visual similarity contextsjro
the expansion coefficients of an Eigenvector, JustClick system can support more effective solution for users

to assess the relevance between the recommended images and
v Z T (), Tr _ Z U?é(xj) (32) their real query intentions interactively.

i=1 j=1 . . .
C. Intention-Driven Image Recommendation

where V¥ is used to interpret the eigenvectors with non-zero Through such interactive image exploration process via
values of eigenvalues?? is the expansion coefficients for thechange of focus, users can easily build up their mental query
top k£ eigenvectors with non-zero eigenvaluésg L. models about which types of images they really want to look
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(b)
Fig. 10. (a) 500 most representative images recommended fomtgei topic “art work”; (b) Geometric zooming into the area oérest in the blue circle.

for and gain the insights about what are the most significant R;(z) < Rj N Ri(z.) < R; for all 1€ [1,7] (35)
visual properties of the recommended images. After thesuser
find some areas of interest via interactive exploration, owhere p(z) is the original representativeness score for the
system can allow the users to zoom into the area of intergsten image,x(x,x.) is the kernel-based visual similarity
to look for some local visual similarity contexts betweem thcorrelation between the given image with the visual feature
images as shown in Fig. 10. Through zooming into the areaand the clicked image with the visual features which
of interest, the users may obtain some additional images lmflong to the same image cluster. Thus the redundant images
interest that may not be found from traditional page-byepagvith larger values of the personalized interestingnessesco
top ranking list, e.g., some interesting images, which mglo which have similar visual properties with the clicked image
to the outliers but are semantically relevant to the usarety (i.e., belonging to the same cluster) and are initially @lawed
intentions, may have low ranking scores and cannot be listEdl reducing the visual complexity for image summarization
on the first few pages. Therefore, fortunate discoveriesies and visualization, can be recovered and be recommended to
unexpected images can be achieved effectively by selectihg users adaptively as shown in Fig. 11, Fig. 12, Fig. 13 and
the most representative images from the outliers autonsiyouFig. 14. One can observe that integrating the visual siitylar
and incorporating hyperbolic visualization to allow therssto contexts for personalized image recommendation can signif
zoom into the area of interest interactively. Thus dustClick icantly enhance the users’ ability on finding some particula
system can facilitate discovery of new knowledge through tlimages of interest even the low-level visual features may no
interactive image exploration process. be able to carry the semantics of the image contents directly
Through interactive exploration of the recommended imagé&us integrating the visual similarity contexts betweem th
(i.e., most representative images) according to theirineat images for personalized image recommendation can signif-
visual similarity contexts, the users can easily find someantly enhance the users’ ability on finding some particula
particular images according to their personal interests. Wnages of interest. With a higher degree of transparencheof t
have developed a new scheme to achieve user-adaptive imaiggerlying image recommender, users can achieve theirdmag
recommendation by autonomously adjusting the recommeeirieval goals (i.e., looking for some particular imagesh a
dation and visualization of the most representative imagagnimum of cognitive load and a maximum of enjoyment [3].
according to the users’ time-varying query interests. Aftdy supporting intention-driven image recommendationrsise
the users find some images of interest via interactive imagen maximize the amount of relevant images while minimizing
exploration, ourdustClick system can allow the users to clickthe amount of irrelevant images according to their personal
these images of interest to express their time-varying yquesreferences.
interests interactively for directing the system to find eor It is worth noting that oudustClick system for personalized
relevant images according to their personal preferences. image recommendation is significantly different from tradi
After such the user’s time-varying query interests are cafenal relevance feedback approaches for image retriézl [
tured, the personalized interestingness scores for thgeama46]: (a) The relevance feedback approaches require users to
under the same topic are calculated automatically, and tlabel a reasonable number of returned images into the p®siti
personalized interestingness scqrg(z) for a given image or negative classes for learning a reliable model to pretet

with the visual feature: is defined as: user’s query intentions, and thus they may bring huge burden
. (@) on the users even active learning has recently been proposed
pP(x) = p(x) + p(x) x 70w (34)  for label propagation. On the other hand, our personalized

3 image recommendation framework can allow the users to
K(z, 10) = Zah,{h(%xc) express their time-varying query intentions easily andsthu
Pt it can lessen the burden on the users significantly. (b) When
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Fig. 11. OurJustClicksystem for personalized image recommendation: (a) the mosisemative images recommended for the topic-based queryetsuns
where the image in blue box is clicked by the user (i.e., quatgntion); (b) more images which are similar with the accesseabé are recommened
adaptively according to the user’s query intentions ofdbtisunset”.

(] [x] 2]

1]

(a) ' ' ' ‘ ' ‘ )
Fig. 12. OurJustClicksystem for personalized image recommendation: (a) the mossemative images recommended for the topic-based queryrégwe
where the image in blue box is clicked by the user (i.e., quatgntion); (b) more images which are similar with the accesseajé are recommened
adaptively according to the user’s query intentions of ‘@owuilding”.

large-scale image collections come into view, a limited bam V. ALGORITHM AND SYSTEM EVALUATION

of labeled images may not be representative for large amount ] ] .
of unseen images and thus a limited number of labeled image¥Ve carry out our experimental studies by using large-scale

are insufficient for learning an accurate model to predi€Plléctions of manually-tagged Flickr images with uncon-
the user's query intentions precisely. On the other hand, dtirained contents and capturing conditions. We have down-
personalized image recommendation framework can selecaded more than 1.5 billions Flickr images and th?'r taggin
reasonable number of most representative images accorcﬁ'ﬁ’%ume”ts- We have learned a large-scale topic network
to their representativeness of the nonlinear visual siityjla With more than 4000 most popular image topics (i.e., most
contexts between the images. Thus the users can alwR@®ular taggings along the time) at Flickr. Creating a new
be acquainted by the most representative images accoro%’@mh engine which scales to such si_ze of image collections
to their personal preferences. (c) Most existing relevan8edy emerge many new challenges while offering many good
feedback approaches use page-by-page ranked list to ylislBPortunities for the CBIR community.

the query results, and the nonlinear visual similarity emtg ~ Our work on algorithm evaluation focus on: (1) evaluating
between the images are completely ignored. On the other, hatfi¢ response time for supporting change of focus in our
our personalized image recommendation framework can alldWstClick system, which is critical for supporting interactive
users to see the most representative images and their eanlifexploration of large-scale topic network and large amouofits
visual similarity contexts at the first glance, and thus teers recommended images; (2) evaluating the performance (effi-
can obtain more significant insights and make better quetigncy and accuracy) of oulustClick system for achieving

decisions and assess the image relevance more effectivelyPersonalized image recommendation according to the users’
personal preferences; (3) evaluating the benefits for iatemg

topic network (i.e., a global overview of large-scale image
collections), hyperbolic visualization and interactivemaige
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W B,
(@)

Fig. 13. OurJustClick system for personalized image recommendation: (a) The mostseqmative images recommended for the keyword-based query
“vegetables”, where the image in blue box is clicked by ther;u§® The most relevant images recommended according to thés ugeary intention of
“tomato”.
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Fig. 15. The empirical relationship between the computatidinae 77  Fig. 16. The empirical relationship between the computatidinae 7}

(seconds) and the number of image topic nodes. (seconds) and the number of recommended images.

exploration for improving image search. the computational timel; for re-calculating the Poincar

One critical issue for evaluating our personalized imag®eappings of different numbers of image topic nodes when
recommendation system is the response time for supportihg focus is changed. As shown in Fig. 15, one can find that
change of focus. In oudustClick system, the change ofthe computational timd? is not sensitive to the number of
focus is used for achieving interactive exploration and-naimage topics, and thus re-calculating the Poiaaaapping for
igation of large-scale topic network and large amounts tgrge-scale topic network can almost be achieved in rea.tim
recommended images. Thehange of focuss implemented  Following the same approach, we have also evaluated the
by changing the Poincarmapping of the image topic nodessmpirical relationship between the computational tifieand
or the recommended images from the hyperbolic plane tite number of the recommended images. By computing the
the display unit disk, and the positions of the image topieoincaé mappings for different numbers of the recommended
nodes or the recommended images in the hyerbolic plane néedges, we have obtained the same conclusion, i.e., the
not to be altered during the focus manipulation. Thus tremputational timeT; for re-calculating the new Poindar
response time for supporting change of focus depends on tmappings is not sensitive to the number of the recommended
components: (a) The computational timig for re-calculating images as shown in Fig. 16, and thus re-calculating the
the new Poincdr mapping of large-scale topic network or larg€oincaé mapping for large amounts of recommended images
amounts of recommended images from a hyperbolic plane toan almost be achieved in real time.
2D display unit disk, i.e., re-calculating the Poineguosition We have also evaluated the empirical relationship between
for each image topic node or each recommended image; (h¢ visualization timeT, and the number of image topic
The visualization timel;, for re-layouting and re-visualizing nodes and the number of recommended images. In our ex-
large-scale topic network or large amounts of recommendpdriments, we have found that re-visualization of largalesc
images on the display disk unit according to their new Paicatopic network and large amounts of recommended images is
mappings. not sensitive to the number of image topics and the number

Because the computational tifi§ may depend on the of recommended images, and thus our system can support re-
number of image topic nodes, we have tested the perfoisualization of large-scale topic network and large antsun
mance differences for our system to re-calculate the Péncaf recommended images in real time.
mappings for different numbers of image topic nodes. ThusFrom these evaluation results, one can conclude that our
our topic network withd000 image topic nodes is partitionedJustClick system can support change of focus in real time, and
into 5 different scales500 nodes,1000 node, 2000 nodes, thus ourJustClick system can achieve interactive navigation
3000 nodes, 3500 nodes and4000 nodes. We have testedand exploration of large-scale image collections effetyiv
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Fig. 14. OurJustClick system for personalized image recommendation: (a) The mostsemative images recommended for the keyword-based query
“leaves”, where the image in read box is clicked by the user;Ttie most relevant images recommended according to the usery quention of “red
leaves”.

16.
14.
12.
10.

= perform kernel PCA to obtain their similarity-preservingp
jections on the hyperbolic plane. The computational cost fo
performing kernel PCA is approximated @$L?), whereL is
A the number of the most representative images recommended
_/_*./'/ for the given image topic. As shown in Fig. 18, we have
, ‘ , ‘ obtained the empirical relationship between the compurtati
o I T 15060 20500 SR cost ), and the number of most representative images. One
Fig. 17. The empirical relationship between the computatimsst ©;  Can observe that the computational césf exponentially
(seconds) and the number of images. increases with the number of the most representative images
In our JustClick system, the number of the most representative

S . o images is normally less that0, thus the computational cost
To support similarity-based visualization of large amou

L {25 is acceptable for supporting interactive image exploratio
of most representative images recommended for each |gf]—d navigar::ion bp 9 9 P

age topic, the co_mputatlonal cost dEpendS on two ISSUES\when the most representative images for the given image
_(a) The computaﬂonal 905@1 for supportl_ng kerne_l-basedtopic are recommended and visualized, our system can furthe
image cllustgrm.g and achieving representatlveness—lmanmjé_ allow users to click one or multiple images of interest for ex
summarization; (b) The computational céf for performing ressing their query intentions and directing our systefmtb

kgrpel .PCA on the most_ representatwe Images t.o obtain th bre relevant images according to their personal prefeenc
similarity-preserving projections on the hyperbolic m@an

For evaluating the effeciency and the accuracy of our person

To achieve kernel-based image clustering, the kernel matyj;;,qq image recommendation system, tenchmark metric
for the images should be calculated and the computationgl),ges precision § and recall ¥. The precisiond is used
cost largely depends on the number of images for the giVRN characterize the accuracy of our system for finding more
image topic. The computational cost for achu;vmg kemnelzievant images according to the user's personal prefesenc
based image clustering is approximated @& N”), where 5.4 the recally is used to characterize the efficiency of our

N is the total number of the images amds the number of oy giem for finding more relevant images. They are defined as:
image clusters. Because each image topic in Flickr may sbnsi

of large amount of images, we have obtained the empirical 0 = ¢ 9 = < (36)
relationship between the computational c@st (CPU time) (+¢’ C+¢
and the number of images as shown in Fig. 17. One camere( is the set of true positive images that are visually-
observe that the computational céstincreases exponentially similar with the images accessed by the users and are rec-
with the number of images. Based on this observation, thénmended correctly; is the set of fause positive images
images under the same topic are first partitioned into mieltipthat are visually-similar with the accessed images and are
subsets, parallel computing and global decision optiriurat not recommended, and is the set of true negative images
are integrated to reduce the computational cost significanthat are visually-dissimilar with the accessed images bet a
from O(7N?3) to O(Tui;), where i is the number of image recommended incorrectly.
subsets. It is also worth noting that such cost-sensitivegss  Table 1 gives the precision and recall of odustClick
for kernel-based image clustering can be performed oéf-lin system for personalized image recommendation. From these
After the images under the same topic are partitionezkperimental results, one can observe that our system can
into multiple clusters via kernel-based clustering, oustegn support personalized image recommendation effectivéiysT
can select the most representative images automaticatly dne visual properties of the images (i.e., characterized by

o]
coocoo oo o

(SR RS
=}
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o
o

When large-scale collections of shared Flickr images come

into view, it is reasonable to assume that users are unfamili
with the image contents (which is significantly differendrir

personal image collections [26-27]). Thus query formolati
(specifying the image needs precisely) is one critical @ssu

for users to access large-scale image collections. On the

|

100 600

800 1000

|5 other hand, users may expect to formulate the image needs

Fig. 18.

The precision and recall for our JustClick system to look for some
particular images via intention-driven image recommendaton.

The empirical relationship between the computati@ost 2
(seconds) and the number of the most representative images.

TABLE |

intuitively not just type the keywords. By incorporatingpto
network to summarize and visualize large-scale image col-
lections at a semantic level, odustClick system can make

all these image topics to be visible to the users as shown
in Fig. 1, Fig. 2 and Fig. 3, so that they can have a good

global overview of large-scale image collections at thet firs

query apples flowers garden glasses . - - s "

6/0  90.3% /94.2% 93.3% /92.8% 91.2% /92.6% 91.3% /91.8%glance. Our hyperbolic topic network visualization algfom
query stockings mushrooms cats tigers  can achieve a good balance between the local detail aroend th
0/9__ 825%/83.6% 86.3% /84.2% 86.2% /82.9% 80.6% 179.8%qars cyrrent focus which is embedded in the global costext
query vegetables roses feathers socks .

9/9  85.8% /86.3% 86.5% /86.2% B1.2% /81.3% 83.2% /84.199f the topic network, thus the users can see not only the
query trees shoes woods planes image topic in current focus but also the appropriate divast
query stars rivers paintings shops . . . .

970 —89.3% /36.8% B9.8% /89.6% 89.6% /90.2% 91.2% /oT.oopYSteM interaction process, users can easily communiuaite t
query flags cities Signs buildings  image needs by selecting the visible image topics on the topi
0/9 90.6% /91.2% 88.6% /84.8% 90.2% /91.2%  89.3% /90.2%network directly.

query mountaints parks sunsets doors A ; ; At ;

B/0  90.6%/90.4% 90.8% /91.7% O1.5% /92.3%  92.8% /92.8% Qur context-driven image visualization and exploratlon al
query parties springs windows walls — gorithm can help human beings understand the image contents
6/9  80.6% /79.8%  80.6% /80.7%  82.6% /80.8% 91.8% /91.5%nd the visual similarity contexts between the images at the
query temples holidays weddings vacations first glance. Our interactive user-system interface cawo als
0/0 90.6% /91.6% 89.6% /90.2% 85.8% /87.4% 82.6% /90.5%, g ) heir (i y: ) |

query leaves birthdays Streets plants  allow users to express their time-varying query intereatsle
6/0 81.3% /81.5% 82.8% /80.3%  86.8% /86.5%  80.6% /80.9%0r directing the system to find more relevant images acogrdi
query mars men lakes waterfall  to their personal preferences. Thus dustClick system for

0/9_ 912% 91.5% 87.5%/88.2% 856% /86.7% 89.4% /91‘5(yf5ersonalized image recommendation can significantly ingro
query hands bubbles stones faces - . . - .

9/9  785% [79.3% 82.5% /85.6% B84.3% /85.2%  75.6% /74.294n€ users’ ability on locating some particular images ofriest
query monkeys girls lions bears  or a group of visually-similar images as shown in Fig. 11, Fig
0]9 _76.3% [77.4% 81.6% /82.8% 80.5% /81.6% 79.3% I79.8% 2 Fig. 13 and Fig. 14.

query motorcycles cars bicycles trains ! .

079 83.8% /B4.5% 87.0% /B8.8%  89.6% /90.7% 90.3% /89.8% | Ne assessment of the relevance between the images and the
query victoria baby california holiday _ users’ query intentions is strongly influenced by the inhere
6/9  89.2% /87.3% 81.6% /81.7% 91.3% /92.5% 89.6% /89.4%isual similarity contexts. OudustClick system can exploit
query art food urban boats ; ; S o

6]7 BA5% [54.5% B3.6% /86.7% B3.0% /90.2% 90.8% /86.00and Preserve the inherent visual similarity contexts betwe
query ocean waves summer spain _ the images effectively. Through change of focus,MCllck _
0/9 86.6% /87.8% 85.4% /88.9% 80.5% /80.3%  80.8% /80.6%ystem can also allow users to assess the nonlinear visual

similarity contexts between the images interactively wapde

using the low-level visual features) are very important fahouse dragging without losing the nonlinear visual sinitijar
achieving more effective image retrieval, even the lowelevcontexts between the images.
visual features may not be able to carry the semantics of

image contents directly. It is also worth noting that such

VI. CONCLUSIONS ANDFUTURE WORKS

interactive process for intention-driven image recomnagiod

can be achieved in real time, and thus dustClick system
can support interactive image exploration on-line.

In this paper, we have developed a novel framework
called JustClick to enable personalized image recommenda-

Our evaluation of the benefits from similarity-based imagion via exploratory search from large-scale collectioris o
visualization on assisting users to access large-scalgeimé&lickr images. The topic network is automatically genetate
collections focuses on three issues: (a) Do our topic nédtwdo summarize and visualize large-scale image collectidns a
visualization and exploration tools allow users to comrmaté a semantic level. The nonlinear visual similarity contexts
their image needs more effectively and precisely? (b) Ometween the images are exploited to select a limited number
our hyperbolic image visualization and interactive exatmm of most representative images to summarize large amounts of
tools allow users to direct the system for finding more ratévasemantically-similar images under the same topic accgrdin
images effectively? (c) Do our hyperbolic image visual@at to their representativeness scores. Kernel PCA and hyjerbo
and interactive exploration tools allow users to assess thisualization are used to exploit and preserve the nonlinea
relevance between the recommended images and their maalilarity structures between the images more effectjvety

query intentions more effectively?

that users can navigate and explore the most representative
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