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Abstract

Machine learning is ubiquitous in everyday life; techniques from the area of automated data analysis
are used in various application scenarios, ranging from recommendations for movies over routes to
drive to automated analysis of data in critical domains. To make appropriate use of such techniques, a
calibration between human trust and trustworthiness of the machine learning techniques is required.
If the calibration does not take place, research shows that disuse and misuse of machine learning
techniques may happen.

In this thesis, we elaborate on the problem of providing transparency in feature-based machine
learning. In particular, we outline a number of challenges and present solutions for transparency.
The solutions are based on interactive visual interfaces operating on feature-level. First, we elaborate
on the connection between trust and transparency and outline the fundamental framework that
builds the ground for this thesis and introduce di�erent audiences of transparency. In the following,
we present interactive, visualization and visual analytics-based solutions for speci�c aspects of
transparency. First, the solution for the task of error analysis in supervised learning is presented. The
proposed visual analytics system contains a number of coordinated views that facilitate sensemaking
and reasoning of the in�uence of single features or groups of features in the machine learning process.
The second solution is a visualization technique tailored to the interactive, visual exploration of
ambiguous feature sets that arise in certain machine learning scenarios. Statistical and semantical
information is combined to present a clear picture of the targeted type of ambiguities that can be
interactively modi�ed, eventually leading to a more speci�c feature set with fewer ambiguities.
Afterward we illustrate how the concept of transparency and observable behavior can be of use
in a real-world scenario. We contribute an interactive, visualization-driven system to explore
a spatial clustering, giving the human control of the feature set, feature weights, and associated
hyperparameters. To observe di�erent behaviors of the spatial clustering, an interactive visualization
is provided that allows the comparison of di�erent feature combinations and hyperparameters.
In the same application domain, we contribute a visual analytics system that enables analysts to
interactively visualize the output of a machine learning system in context with additional data
that have a common, spatial context. The system bridges the gap between the analysts utilizing a
machine learning system and users of the results, which in the targeted scenario are two di�erent
user groups. Our solutions show that both groups pro�t from insights in the feature set of the
machine learning. The thesis concludes with a re�ection regarding further research directions and a
summary of the results.





Zusammenfassung

Maschinelles lernen ist im Alltag allgegenwärtig. Techniken aus dem Bereich der automatischen Date-
nanalyse werden in verschiedenen Anwendungsbereichen genutzt, von der Empfehlung von Filmen,
über zu fahrende Routen, bis hin zur automatischen Datenanalyse in kritischen Anwendungsbere-
ichen. Um solche Analysetechniken sinnvoll einsetzen zu können, muss das entgegengebrachte Ver-
trauen des Nutzers der Vertrauenswürdigkeit der Methoden des maschinellen Lernens angeglichen
werden. Forschung in diesem Bereich zeigt, dass falls dieser Prozess nicht statt�ndet, Missbrauch
und Nichtgebrauch der entsprechenden Systeme statt�nden kann.

Diese Arbeit befasst sich mit dem Problem, wie Transparenz bei merkmalsbasiertem maschinellem
Lernen hergestellt werden kann. Insbesondere werden dazu Herausforderungen, als auch konkrete
Lösungen, die auf interaktiver Visualisierung von Merkmalen basieren, vorgestellt. Zu Beginn
wird die Verbindung von Vertrauen und Transparenz dargestellt, was Teil eines grundlegenden
Konzeptes ist, dass die Grundlage für diese Arbeit stellt. Danach präsentieren wir eine Lösung
für die Analyse von Fehlern in einem Problem des überwachten Lernens. Die Lösung besteht aus
verschiedenen, miteinander verlinkten Visualisierungen, die es ermöglichen, den Ein�uss einzelner
Merkmale oder Merkmalsgruppen auf den Prozess des maschinellen Lernens zu erfassen und zu
verstehen. Die zweite Lösung, eine Visualisierungstechnik, befasst sich mit dem Problem von
mehrdeutig Merkmalen, wie sie in bestimmten Bereichen des maschinellen Lernens vorkommen
können. Statistische und semantische Information wird kombiniert, um eine Abbildung der an-
visierten, mehrdeutigen Merkmale zu ermöglichen. Es ist möglich, die Merkmale interaktiv zu
modi�zieren, was schlussendlich zu einer spezi�scheren Menge von Merkmalen führt. Danach
illustrieren wir den Nutzen des Transparenz-Konzeptes und der Möglichkeit, das Verhalten der
automatischen Datenanalyse zu beobachten, anhand eines Echtweltprojektes. Dazu wird interaktive
Visualisierung verwendet, um ein räumliches Clustering zu generieren und zu explorieren. Der
Analyst hat dazu die Kontrolle über die verwendeten Merkmale, Merkmalsgewichtungen und die
Hyper-Parameter der angewendeten Methodik. Um die verschiedenen Verhaltensweisen des Ver-
fahrens beobachten zu können wurde eine interaktive, vergleichsbasierte Visualisierung entwickelt,
die die Auswirkungen der verschiedenen Parameter sichtbar machen kann. Im selben Anwendungs-
fall stellen wir ein Visual Analytics System vor, dass die interaktive Visualisierung eines weiteren
Verfahrens des maschinellen Lernens und weiterer Daten, die einen gemeinsamen geogra�schen
Bezug haben, in einem gemeinsamen Kontext ermöglicht. Das System schlägt eine Brücke zwischen
den Analysten, die Berechnungen mittels maschinellen Lernen anstellen und dessen Nutzern, die in
dem anvisierten Szenario unterschiedliche Gruppen sind. Beide Gruppen pro�tieren von Einblicken
in die verwendeten Merkmale des Verfahrens zum maschinellen Lernen. Die Arbeit endet mit einer
Rekapitulation hinsichtlich weiterer Forschungsfragen und einer Zusammenfassung der Ergebnisse
dieser Arbeit.
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1
Introduction

Techniques subsumed under the term Machine Learning are ubiquitous. They are part of everyday
life and are essential parts of our surrounding, e.g., in the form of recommender systems or intelligent
personalization on platforms such as Net�ix [27], Amazon [11] or Google Maps [24]. It does not
matter whether we are interested in watching movies, buying goods online or we plan a route from
a place to another. Nowadays, machine learning is an essential part of the underlying data analysis,
controls the adaption of a user interface, or computes the suggestions presented by the di�erent
platforms.

One of the earliest works that concretizes the idea of machine learning has been published by Arthur
L. Samuel, one of the pioneers arti�cial intelligence and computer games. In a publication from 1959
about a program he taught to play checkers, he introduces the concept of teaching the game to a
machine, i.e., the machine learns the game. His main point is, that machine learning can solve the
complex problem of modeling every possible state of the game, and the corresponding potentially
very large universe of moves. He states that having “computers [able] to learn from experience should
eventually eliminate the need for much of [. . . ] detailed programming e�ort” that is a “time-consuming
and costly procedure” [193]. This statement and further ideas in the work of Samuel implies that a
computer with the ability to learn should apply generalization techniques to learn the rules of the
game of checkers, instead of having every rule preprogrammed, which would degrade the application
problem — namely to play the game of checkers — to a search problem. On the one hand, this implies
a loss of control when comparing the generalized rules (the model) to manual programming of rule
by rule, as it was state of the art in 1959. On the other hand, it releases human computer scientist or
programmers from the tedious work of programming every rule manually and copes e�ciently with
the universe of potential moves. In the early history of modern computer science that was limited by
computing power, memory and storage space, expressing such a statement and the corresponding
insight is fascinating and visionary at the same time.
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1 Introduction

Today, almost 60 years later, the idea of having machines that are able to learn has expanded beyond
reducing programming complexity in favor of the spent time and money. Machine learning is
primarily motivated by the idea of having not to program everything, but instead utilize potentially
vast amounts of data — big data — to learn from the real-world. Machine learning describes techniques
that are able to generalize e�ects, e.g., correlations, or more general, patterns in data, based on
the automated analysis of massive datasets. The generalization can be understood as the method
to teach, or in current terminology, to train models, and follows a speci�c way of generalization.
The output of such training phases is typically a trained — initialized — model, that, based on
a speci�c technique, describes a certain e�ect or relation of phenomena contained in the given
training dataset. Those models can then be used to apply what has been learned on new, unseen
data.

According to Hastie et al., machine learning can be divided into two di�erent kinds of methods [99].
The so-called supervised learning, which comprises techniques such as classi�cation or regression.
Generalization and training happens on data instances with respect to a target variable, such as an
instance label (categorical) or a speci�c attribute value (numerical, continuous). The goal of the train-
ing process is to model the associations in the dataset that lead to a speci�c target variable. Contrary,
methods that implement unsupervised learning do not have any labeling or target variable induced.
Instead, their goal is to model the inherent structure of the dataset, and in consequence, they are used
for di�erent applications than supervised learning. Popular methods utilizing unsupervised learning
are clustering techniques or methods to compute association rules.

EducationNNP neverRB endsVBZ ,,
WatsonRB .. ItPRP isVBZ aDT
seriesNN ofIN lessonsNNS withIN
theDT greatestJJS forIN theDT lastJJ ..

Part of
Speech
Tagger

“Education never ends, Watson.
It is a series of lessons with the
greatest for the last.”

,
.
DT
IN
JJ
JJS
NN
NNP
NNS
PRP
RB
VBZ

0
1
3
3
1
1
1
1
1
1
2
2

Feature Count

Figure 1.1: Illustration of a feature extraction process. In this example, the input text (left) is processed by a part of speech
tagger (dashed box) that generates annotations with the part of speech per token (right of the dashed box). To
be useful for speci�c tasks, e.g., similarity retrieval, the output is transformed into a feature vector (right) that
contains the part of speech tags with their occurrences in the input text. Text from Arthur Conan Doyle’s The
Adventure of the Red Circle.

Having a good, problem-speci�c representation of the data instances is crucial for machine learning
techniques. Such representations are based on the instance attributes — features — of the dataset. In
the simplest case, all data attributes are at the same time features, e.g., for a dataset containing only
numerical attributes. For data that cannot be represented in such a forward fashion, for example,
natural language text, features have to be computed (extracted) from the data instance attributes
to make them �t to machine learning methods. Generally speaking, feature extraction [125] leads
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to a representation of the data instance in a potentially abstract feature space that is the input of
machine learning methods. In Figure 1.1, a feature extraction of a text snippet is shown. The text is
processed by a part of speech tagger (gray box) that assigns the corresponding tags, indicated by
the gray subscript of each word on the right. The tags and their counts are then transformed into a
feature vector (Figure 1.1 right) that contains the occurring part of speech tags and their number of
occurrence in the processed text that can be used for further computations, for example, to assess
the similarity of two documents based on the part of speech.

It is clear, that the quality of features has a considerable in�uence on the following application of
machine learning techniques, as they form the data-wise foundation of the following automated
generalization processes. Complementary, feature selection techniques [141] alter the feature space
by selecting a subset of features based on some importance or quality criteria, e.g., to cope with the
curse of dimensionality.

Feature-based machine learning processes follow a structure similar to the so-called KDD process
shown in Figure 1.2.

Data

a0 a1 a2

Data
PreprocessedTarget

Data

a0a0a0a0a0ai

Transformed
Data

a0a0

a0aj

ai
ak

Paerns Knowledge

1

Selection

2

Preprocessing

3

Transformation

4

Data Mining
Machine Learning

5

Interpretation
Evaluation

Figure 1.2: The KDD Process proposed by Fayyad et al. [168]. It embeds data mining/machine learning techniques in a �ow
from data to knowledge and a feedback loop to all immediate phases of the process.

In the beginning, a selection of data from a data pool, typically motivated by the application problem,
is made to create the target data. Afterward, a single or potentially multiple preprocessing steps
are preprocessing the target data. Then, a number of transformation steps is bringing the target
data in a form suitable for the data mining task, that is typically described as a method to �nd
patterns in the data, that are subject to later interpretation or evaluation. Eventually, this process
generates knowledge about potentially unknown relations in the target data or helps to �nd and
reveal previously unknown patterns.

Figure 1.2 also illustrates, that a number of techniques for data selection, preprocessing and transfor-
mation come together to be able to apply data mining or machine learning techniques to generate
knowledge from a given dataset. Not only the methodological side but also the technical development
goes in the direction of more and more complex solutions. This makes perfect sense, as for example,
a non-linear regression is capable of being �t to nonlinear problems. But, having machine learning
techniques that are getting overly complex and cannot be interpreted without additional tools, the
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1 Introduction

question of how to recognize errors or non-optimal outcomes is getting more and more important.
Having a system that is not comprehensible and has no facilities to be understood inevitably causes
people not to trust the outcomes, in particular when the results are erroneous. This fact motivates
our major research objective outlined in the following Section 1.1.

1.1 Objective

This thesis is based on the following very broad research question:

How can people trust machine learning methods?

We follow the idea of trust by Pedersen et al., as they elaborate on the term trust as follows: “We
exhibit an attitude of trust towards others as sources of information by acquiring beliefs through their
testimony and by acting on them.” [55]. Transferred to the context of this thesis, we understand
sources of information as machine learning methods. Following the thoughts of Pedersen et al., the
crucial aspect is that somehow it should be possible to acquire beliefs to trust anything a machine
learning method is doing. Coming back to the introductory example of playing the game of checkers,
human players should be able to assess the trustworthiness of the process powered by machine
learning with their knowledge of the game. For example, as the rules of the game are well-de�ned,
a human player should be able to assess whether a move makes sense or not, and adjust her level of
trust accordingly.

The process of adjusting trust towards automated data analysis, and machine learning, in particular,
serves as the main motivation for transparency. Lee and Moray introduced a framework that can be
illustrated as shown in Figure 1.3.

Figure 1.3 describes the space between human trust on the y-axis and the trustworthiness, re-
spectively the capabilities of an automated system, on the x-axis. When the user can assess the
trustworthiness of the process correctly, i.e., has a calibrated trust, as indicated by the dashed bi-
secting line, the automated system is used in the most desirable way. In practice, this means that
the tasks the automated system is entrusted with �t to the capabilities, and in consequence, the
results can be trusted by the human. If this is not the case, e.g., the level of trust by humans is higher
than the trustworthiness of the automated system, a situation located above the bisecting line, as
exemplarily indicated by point A is present. Such a situation leads to misuse of the system. Contrary,
a situation as indicated by B arises when the level of trust is lower than the trustworthiness of the
system. The consequence is disuse of automated systems and its capabilities. The process of trust
calibration denotes the shift of the trust level to the bisecting line, which indicates the right balance
of trust and trustworthiness of the machine. Eventually, trust calibration leads to a proper mapping

4
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Tr
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Ca
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Figure 1.3: Illustration of the relation between trustworthiness (automation capability) and trust according to Lee and
Moray [172]. The points A and B illustrate situations of overtrust and distrust, respectively, that both lead to
misuse or disuse of the automation capabilities. The area above the bisecting generally refers to situations of
overtrust, below to distrust. A match between trust and trustworthiness is denoted as calibrated trust.

of system capabilities and trust, which results in a responsible and appropriate usage of automation,
or machine learning, as it is subject of this thesis. Transparency is a tool to enforce trust calibration,
as it brings the inner workings to the human operator, improves the user’s knowledge of the system
and eventually triggers the trust calibration process.

Previous research showed that being able to adjust the individual level of trust is crucial [172, 59].
Advantages, such as the ability to �nd patterns in large datasets, or even the ability to cope with
problems that require a large foundation of data, can get lost when the user/analyst does not trust an
automated system or a machine learning method. When the subjective trust of the analyst and the
objective trustworthiness of an automated system meet, the capabilities of automation and machine
learning are utilized reasonably well [172].

Unfortunately, the world and the corresponding real-world problems are typically not as well
de�ned as a board game, nor simple to understand, so an ad-hoc calibration of the user’s trust
is not possible, as there are no facilities to acquire belief about the employed automated analysis
techniques. Even for the people that know about machine learning and have a reasonable mental
model and corresponding knowledge of the inner workings of such methods, with increasing
complexity of the techniques in question, it gets more di�cult to acquire belief and ultimately adjust
the level of trust in what such a method is doing, even in a research or development context. For
example, there are linear classi�ers such as Naïve Bayes [190] that can be subject for belief more
easily compared to techniques, e.g., a non-linear Support Vector Machine [175]. Sticking with the
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1 Introduction

problem of complexity, during the last few years, techniques utilizing arti�cial neural networks [161]
have gained tremendous popularity [41], as latest incarnations show astonishing performances
in various application domains [74, 66, 45, 28, 12]. It is obvious that with an increasing number
of hidden layers, non-linear activation functions and the sheer number of neurons consuming
input data and generating output data, getting insights in the machine learning processes and
acquire belief is still an open research problem. A number of publications in the visualization
domain are coping on this problem, e.g., by trying to enable analysts to acquire belief in the training
process [7, 6, 5], or parts of the architecture of neural networks [18, 13]. Coming back to the
initial example of the game of checkers by Samuel, Figure 1.4 that — in a more complex form —
is part of the original publication illustrates the training process of the machine learning model
and made the training behavior of the mathematical model that learned the rules observable. This
proves that even in the early stages of machine learning, the observability of those processes was a
concern.
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Figure 1.4: Visualization of the learning phases, according to [193], each line corresponds to a coe�cient of the mathematical
model of the machine learning system. Of particular interests are the areas around move 14 where the initial
signs of many terms change, as well as the area after move 30, where each term gains stability.

Still, the question remains how people can trust machine learning methods, and how to support
them in acquiring belief in those techniques. According to Fayyad et al., machine learning is a tool to
assist humans in extracting useful information (knowledge), which brings humans and the interaction
with a machine that does machine learning into the center of possible answers. Having a closer
look at the ideas connected with human-machine interaction, and in particular the trust problem of
such collaboration, there are various ways to try to reach the goal of calibrated trust in the sense of
Lee and Moray.

In this thesis, we utilize what we call transparency to support the calibration of trust in di�erent
aspects. Mainly, this approach is motivated by Muir, as she states “Behavior must be observable for
trust to grow.” [173]. Dzindolet et al. are elaborating in their article about reliance and automation
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with respect to trust, that “users should be allowed to view how decisions are made” [139]. Based
on this ideas, we present methods to view how decisions are made or try to give analysts an idea
of what the behavior of a machine learning method is, to acquire belief in what the employed
technique is doing. In particular, we stick to the feature-level, as we follow the idea that without
methodological insights, transparency can be e�ectively communicated via proxies, e.g., a method-
ological proxy that abstracts or aggregates what is happening in the machine learning process, or
data level proxies, that are based on the set of features that a machine learning technique utilizes or
produces. In the following section Section 1.1.1, we outline the concrete scope of this thesis in more
detail.

1.1.1 Scope of the Thesis

The goal of exhibiting observable behavior of machine learning methods is very broad, as there are a
number of di�erent layers that can be exploited for that goal. i) pre-trained models that contain the
generalized information from the training dataset, ii) the hyperparameters, which are essentially
the parameters analysts can modify when applying machine learning, iii) internal parameters of the
employed that are only exposed for internal purposes and are set automatically, and iv) the actual
machine learning algorithm, for example, the method that performs the clustering or solves the
classi�cation problem.

Implementation details such as optimizations, fallback methods, or heuristics are a very technical
layer of any implementation of an actual algorithm belong to the fourth layer.

All of these layers exhibit di�erent, potentially algorithm and implementation speci�c details. When
sticking to those details, this thesis would have been very narrow and speci�c to a certain machine
learning technique and possibly its actual implementation. Instead, this thesis focuses on a di�erent
view, that at �rst glance seems much broader. We utilize the input and the output data of a machine
learning method, e.g., the feature set and the computed class assignments, instead of the method
itself, to exhibit observable behavior.

This approach has a number of advantages, compared to a purely technical and possibly algorithmically-
based idea of behavior. First and foremost, all results from this thesis are agnostic to the actual
machine learning method, which is a direct consequence of not utilizing technical details of the
machine learning techniques to make behavior observable. Instead, we work on inputs and outputs
of those algorithms and treat the part that does the machine learning as a black box. This approach
makes sure that this thesis exhibits a level of generality that makes it possible to transfer the pre-
sented ideas to di�erent application problems as well as their concrete algorithmic solution. Second,
to base the idea of transparency purely on the input and output data of machine learning methods
allows involving domain experts or domain-speci�c analysts in the process of designing and inter-
preting the results, as they are typically highly skilled in interpreting the data they are working with
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on a daily basis. At the same time, machine learning experts should be still able to observe speci�cs,
expected or unexpected behavior of the utilized machine learning technique, as they know about
the processing of data in detail. Lastly, this makes it possible that the solutions presented in this
thesis can mostly be applied without the machine learning technique, given the results are available.
For computationally expensive techniques this opens up new possibilities for interactions, as well
as sensemaking with concerning the exhibited behavior, as a possibly time-consuming execution of
the machine learning techniques is not required.

Having the data to exhibit behavior de�ned, the question remains how we achieve this level of
exposed behavior, and make it observable for analysts. We utilize techniques from the �eld of visual
data exploration, as “the basic idea of visual data exploration is to present the data in some visual
form, allowing the human to get insight into the data, draw conclusions, and directly interact with
the data” [148]. In addition, Keim states that “visual data exploration is intuitive and requires no
understanding of complex mathematical or statistical algorithms or parameters” [148]. Therefore,
visual interactive data exploration perfectly �ts to the previously stated idea of involving users
or analyst in the reasoning processes with respect to the inner workings of a machine learning
system.

1.2 Thesis Structure and Scientific Contributions

Building upon the idea of visual analytics, the scienti�c contribution of this thesis is structured as
follows.

In Chapter 2 introduces our general framework used to structure our research. In the beginning,
we reason about the fundamental levels of machine learning that can be utilized to capture and
communicate behavior from. The di�erent levels to work with also refer to di�erent groups of
users, which in turn gives the motivation to identify di�erent audiences for transparency. We
identi�ed three groups, namely end users, application-level engineers and method-level engineers
that have di�erent goals and tasks when using machine learning, which we outline in Section 2.1.
In the following Section 2.2, we introduce di�erent types of data that can be utilized to describe
behavior in some form. It is important to note, that we do not understand the section as complete
and �nalized work. While machine learning is developed further, the application scenarios, as
well as user task, are dynamic and virtually unlimited. In Chapter 2 we contribute starting points
and challenges, as well as some elaborations on what is relevant for the research presented in this
thesis.

Chapter 3 contributes an implementation of observability of a machine learning process, more
precise a supervised classi�cation problem. The application problem is to recognize features that
are responsible for misclassi�cation in a binary classi�cation problem in the text domain. Large
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Figure 1.5: Scope and structure of the thesis illustrated with a simpli�ed machine learning work�ow. Chapter 2 introduces
the foundation and major challenges, while Chapter 3, Chapter 4, and Chapter 5 present solutions for aspects of
transparent machine learning.

feature sets (more than 1,000 features) on various levels of the text data are used to feed the machine
learning process that classi�es documents. Being able to have a closer look at the feature set in the
light of errors enables domain analysts — application-level engineers — to reason about potential
changes of the features, which is supported by an ad-hoc what-if analysis facility built into the visual,
interactive exploration system called Minerva, that utilized multiple linked views to provide di�erent
perspective on the classi�cation data. In this section, we contribute an interactive, visualization-
based tool that enables application-level engineers to observe the behavior of the classi�cation
method concerning errors, which is supported by a novel what-if analysis that does not require the
classi�cation process to be run to see the impact of feature combinations on the result. We also
contribute a structured way to approach this and similar problems that built upon the idea of close
inspection of errors in machine learning processes. Finally, we demonstrate how our prototype
leads to a better application performance using interactive, visual data exploration to observe the
behavior of the classi�cation model. Major parts of this research been published in the following
publication:

Florian Sto�el et al. “Feature-Based Visual Exploration of Text Classi�cation”. In:
Symposium on Visualization in Data Science (VDS) at IEEE VIS. 2015

In the following Chapter 4, we elaborate on a solution that allows application-level engineers to
disambiguate generated feature sets. At the example of natural language processing, or more
precise at the example of named entity recognition, we illustrate how di�erent properties of the
data generated by a machine learning component can be utilized. We contribute a two-fold data
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approach that combines statistical and semantic information related to the generated, ambiguous
features as the data to observe. Additionally, we contribute an extension of the well-known co-
occurrence matrices for visualization that is enhanced with interaction to resolve ambiguities and
provides a preview of what happens when the merge operation is translated to a machine learning
model. At the example of the analysis of �ctional literature, we showcase our approach. The
generalizability is proven by the observation, that the proposed approach also provides insights
in the authorship of documents and books, which is a hint that the contributed visualization
technique can be utilized for other application scenarios that bene�t from transparency, or in this
case, observability with respect to the feature set. The research contributing to this chapter has
been published in:

Florian Sto�el et al. “Interactive Ambiguity Resolution of Named Entities in Fictional
Literature”. In: Computer Graphics Forum 36.3 (2017), pp. 189–200. issn: 1467-8659.
doi: 10.1111/cgf.13179

While and Chapter 2 and Chapter 3 showcase our scienti�c contributions with respect to the same
audience, the application-level engineer, Chapter 5 illustrate transparency for feature-based machine
learning in a real-world application scenario and a mix of users, application-level engineers as well
as end users. We contribute techniques that approach a machine learning-based work�ow for
spatial predictions on di�erent levels. The �rst technique is utilized by application-level engineer to
produce a transparent, spatial clustering, and is part of Section 5.2. To achieve this, we contribute
a work�ow that involves interactive data exploration and interaction with the machine-learning
output, while the most important determiners of the origin, the hyperparameters, are set by the
analyst. Additionally, the visual analytics system implements a unique combination of clustering
methods that have been developed in collaboration with the targeted user group. The implementation
of the clustering method allows the users to run what-if analysis, e.g., by choosing di�erent feature
sets or hyperparameters such as the target density or expected number of data instances per cluster.
A comparative visualization of the clusters enables the users to observe the e�ects of di�erent
hyperparameters or adjusted feature sets with respect to the employed machine learning approach.
The second contribution is part of Section 5.3. Here, we showcase polimaps, a visual analytics system
to explore the machine learning output, e.g., the spatial predictions, concerning user de�nable data
that may or may not be part of the feature set used for the prediction task. The tool has been
developed in close collaboration with end users and enables them to gain insights in the machine
learning output using spatial data visualizations and data �ltering facilities that give access to the
spatial and temporal dimension of the datasets to explore. Although, the major task polimaps is
designed for is the adaption and deployment of the machine learning output for the end users. At
the end of Section 5.3, we illustrate that we contributed to the solution of the application problem
with an informal user questionnaire Finally, Section 5.4 illustrates the problem of intransparent
and in consequence inconclusive quality metrics to evaluate the performance of machine learning
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applications. We elaborate on state of the art in the application domain, argue about transparency
issues of those metrics, and contribute a number of factors that need to be included to be able to
evaluate predictions properly. The research of this chapter has been published in the following
publications:

Florian Sto�el et al. “Qualitätsmetriken im Bereich Predictive Policing: Die Variabilität
und Validität von Tre�erraten”. In: Polizei & Wissenschaft 4 (2017). Ed. by Clemens
Lorei, pp. 2–15. issn: 1439-7404

Florian Sto�el et al. “polimaps: Supporting Predictive Policing with Visual Analytics”.
In: EuroVis Workshop on Visual Analytics (EuroVA). ed. by Christian Tominski and
Tatiana von Landesberger. The Eurographics Association, 2018. isbn: 978-3-03868-064-
2. doi: 10.2312/eurova.20181111

Signi�cant parts dealing with police-relevant issues have been contributed by Felix Bode.

Chapter 6 concludes the thesis and re�ects on various issues that we faced with during the research
that contributed to this thesis. We outline further research directions and close with further remarks
on open issues of the emerging �eld of transparency of machine learning.

1.2.1 Further Contributions

The advances made in the context of the research leading to this thesis have widespread into further
publications that are not part of this thesis. In the following, we outline the publications and set
them into context of the research agenda of this work.

Florian Sto�el and Fabian Fischer. “Using a knowledge graph data structure to analyze
text documents (VAST challenge 2014 MC1)”. In: 2014 IEEE Conference on Visual
Analytics Science and Technology, VAST 2014, Paris, France, October 25-31, 2014. Ed. by
Min Chen et al. IEEE Computer Society, 2014, pp. 331–332. isbn: 978-1-4799-6227-3.
doi: 10.1109/VAST.2014.7042551

In this publication, we showcase an early incarnation of the text analysis framework that provides
transparency information and has been developed in conjunction with this thesis. The capabilities
of transparency were used to link di�erent entities together, and to provide a way to explore those
connections on feature-level via graph-based visualizations.
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Florian Sto�el et al. “VAPD - A Visionary System for Uncertainty Aware Decision
Making in Crime Analysis”. In: Symposium on Visualization for Decision Making Under
Uncertainty at IEEE VIS 2015. 2015

This publication outlines the concept of a system called VAPD that employs visualization and
uncertainty information to augment decision making in crime analysis. The ideas with concerning
the corresponding data Analysis and uncertainty were an outcome of the research contributing to
this thesis.

Leishi Zhang et al. “Spherical Similarity Explorer for Comparative Case Analysis”. In:
Visualization and Data Analysis 2016, San Francisco, California, USA, February 14-18,
2016. Ed. by David Kao et al. Ingenta, 2016, pp. 1–10

Wolfgang Jentner et al. “A Visual Analytics Approach for Crime Signature Generation
and Exploration”. In: The Event Event: Temporal & Sequential Event Analysis, IEEE VIS
2016 Workshop. 2016

Dominik Sacha et al. “Visual Comparative Case Analytics”. In: EuroVis Workshop
on Visual Analytics (EuroVA). ed. by Michael Sedlmair and Christian Tominski. The
Eurographics Association, 2017. isbn: 978-3-03868-042-0. doi: 10.2312/eurova.

20171119

Wolfgang Jentner et al. “Making machine intelligence less scary for criminal analysts: re-
�ections on designing a visual comparative case analysis tool”. In: The Visual Computer
(Feb. 2018). issn: 1432-2315. doi: 10.1007/s00371-018-1483-0

Lucie Flekova et al. “Content-based Analysis and Visualization of Story Complexity”.
In: Visualisierung sprachlicher Daten. Ed. by Noah Bubenhofer and Kupietz Marc.
Heidelberg University Publishing, 2018. Chap. 7, pp. 185–223. isbn: 978-3-946054-75-7.
doi: 10.17885/heiup.345.474

All of these publications [31, 29, 19, 4, 3] are based on the outcomes of the machine learning frame-
work developed in conjunction with this thesis. Without the transparency back-end that provides
provenance information on feature-level, this would not have been possible.
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2
Transparent Feature-based

Machine Learning

Transparent machine learning, as understood in this thesis, is a label for techniques that allow insights
or provide facilities to observe the behavior of the algorithms and methods deployed for training, val-
idation, or the application of machine learning methods in general.

As introduced in Chapter 1, di�erent layers are part of a typical machine learning approach, which
are:

1. pre-trained models,

2. hyperparameters,

3. algorithms and corresponding parameters, and the

4. machine learning algorithms.

For application problems that are solved with machine learning, two further layers are part of the
solution for the application problem, which are:

5. a machine learning work�ow (pipeline), possibly containing out of many di�erent data analysis
components, and �nally

6. the associated data, e.g., the input and output data of the whole machine learning process.

Those di�erent layers can be exploited to provide insights into di�erent aspects of the machine
learning process. All of them require a di�erent level of insight and understanding of the employed
methods and are therefore suitable for di�erent kinds of transparency, or a di�erent audience
correspondingly. For example, to make sense out of the hyperparameters that are determined by
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various utilized components, the analyst must know what they represent, which in turn requires
some methodical knowledge. There is a considerable di�erence between selecting the number
of clusters to identify, e.g., when utilizing a k-means clustering algorithm, and the setting of the
minPoints or ϵ parameters of a density-based clustering algorithm. Those parameters have di�erent
implications and requirements. For example, the absolute ϵ-distance can be very di�erent in low
and high-dimensional data spaces.

Therefore, we argue that to be able to expose observable behavior to an interested party for increased
transparency, the actual behavior to expose should be made dependent on the envisioned user group,
which is subject to the next section.

2.1 Audiences for Transparency

As argued in the introduction, having di�erent layers of the machine learning method that exposes
some di�erent behavior also implicates di�erent user groups or audiences. It is clear that end
users from e-commerce platforms are not interested in errors or speci�c parameters of the machine
learning work�ow that aggregates a large number of product reviews. The level of abstraction from
the user goal, which is to get an overview of product reviews, is entirely di�erent from the selected
models to analyze the part of speech of words, or the hyperparameters of the clustering method
that assigns a group (cluster) to each review. Still, the latter can be useful when testing, training or
validating a machine learning work�ow — which is done either by a developer of the actual machine
learning techniques or an engineer who trains models or builds a machine learning-based solution
for an application problem. This simple example already motivates three di�erent audiences for
transparent machine learning:

• End users: includes potential users of machine learning methods.

• Application-level engineers: designs, con�gures and utilizes machine learning methods to solve
an application problem.

• Method-level engineers: designs machine learning techniques.

Those groups are distinguishable by their di�erent goals and in consequence also di�erent require-
ments when it comes to transparent machine learning.

End users are interested in a pleasant user experience, which, in turn, depends on various, potential
subjective factors. While there are some approaches to communicate the quality of machine learning
methods, read: uncertainty, those are usually not based on the underlying data analysis methods in
the end user context. For example, some big online-retailers use star-schemes or similar approaches
generated by the end users to capture the helpfulness or quality of an analysis output, instead of

14



2.1 Audiences for Transparency

trying to exploit metrics from the employed techniques. This impression is backed by the fact, that
popular literature from connected �elds such as opinion or sentiment mining does not cover ideas
such as uncertainty that can contribute to exposing quality information, and therefore could be part
of observable behavior [76, 36].

For application-level engineers, a more technical and possibly process-oriented view is appropriate,
e.g., to be able to debug a machine learning process or to understand speci�c parts of what is
happening during the machine learning process. A framework to provide insights into technical
details and process-like operations is provided by Foster et al. [147]. They introduce a provenance
data scheme as well as a query language, VDL, that is used to query and retrieve provenance data, that
can be used to describe machine learning processes in varying level of details. Existing work in the
data provenance �eld concentrates on process/work�ow descriptions [147, 136, 144, 150, 122], data
auditing [147], replication [147, 136] and propagation [122] aspects.

Finally, the method-level engineer is part of the technical audience. At this stage, questions about the
correct behavior of a machine learning technique, as well as algorithmic correctness arise and need
to be answered. The primary distinguishing aspect of this group compared to the application-level
engineer is the fact, that the method developer is interested in solving an abstract problem that is not
necessarily part of an application problem. For example, the clustering of a number of data records
is an abstract problem and already motivates many di�erent approaches to solve that problem on
an abstract level. Although, having a clustering algorithm that in principle can partition a dataset
into di�erent groups of records, does not — and does not have to — solve a concrete application
problem per se. Instead, the methodical or technical challenge motivates their activities, which
requires a strong technical background that implicates prior knowledge of the behavior of a machine
learning process in detail. Also, being able to work with the machine learning methods on such a
fundamental level, there are a di�erent of tools such as a debugger or debug-level log�les that give
an insight on the actual, technical behavior of the data analysis processes. Therefore, we implicate
that the group of method-level engineers is not the main minor interested audience for transparent
machine learning in general.

Having distinguishable audiences brings up the question if there are users that could be associated
with more than one of the described groups. A possible characterization of such a group of users
could be, that users are mostly interested in the results from a machine learning process, but also
care about the methodological details to some extent — or vice versa. Motivated by changing
or non-clearly separated goals when applying machine learning techniques, the intention of the
audience is the driving factor for di�erence or commonalities of their requirements when it comes
to observable behavior or transparency. This characterization �ts the group of people most of the
work presented in this thesis, namely analysts that are working in a speci�c application domain that
utilize machine learning methods to solve their application problem. From working and discussing
with those users of machine learning systems we know, that all hypotheses, �ndings, and decisions
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must be grounded in some data and must be explainable to other analysts, colleagues or supervisors
that have not followed the sensemaking processes from the analysts. Having mostly a black box
machine learning-powered system may solve their problems, but is not able to provide the required
justi�cation, which is a criterion to stick to methods and techniques that do not use machine
learning — and a strong motivation for providing transparency concerning the machine learning
processes.

2.2 Describing Behavior

In the previous section, we argued that the audience of observable behavior can be di�erent, and
separates into at least three high-level groups. It is also clear that they have di�erent requirements
for a transparent data analysis process, which in particular is true concerning the data that is used
to describe the behavior.

Coming back to the introduction of this chapter, we argued that for an application problem
solved with machine learning, six layers of behavior can be di�erentiated from each other, which
are:

1. pre-trained models,

2. hyperparameters,

3. algorithms and corresponding parameters,

4. machine learning algorithms,

5. a machine learning work�ow (pipeline), possibly containing out of many di�erent data analysis
components, and �nally

6. the associated data, e.g., the input and output data of the whole machine learning process.

Pre-trained models are subject to a train and test methodology, meaning that they are trained with
some partition(s) from the dataset, and tested with other parts from the data where both partitions
are mutually exclusive. The resulting performance scores, for example, an accuracy metric, gives
some insights into the performance that can be expected from a machine learning algorithm utilizing
the corresponding model. Hyperparameters can already expose some ideas about the behavior of
the method that is steered by the parameters. Although, as this requires expert knowledge on the
methodological level, we stick to the interpretation of hyperparameters as determining factors for
the behavior of an automated data analysis process. They enrich the behavior information as they are
one of the major driving forces, but they do not describe behavior in detail. The same is true for the
general algorithms contained in a machine learning work�ow and their corresponding parameters.
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Still, it is clear that this information needs to be part of the behavior description, e.g., as metadata,
as the employed algorithms and the (hyper)parameters are essential determiners for the overall
behavior and functionality of a machine learning work�ow. The most determining force of behavior
in a machine learning solution is the actual machine learning algorithm. While it is an integral
part of the solution to select an appropriate algorithm, there are of course fundamental di�erences
in behavior that can be observed of algorithms that solve the same problems. Having a look at
clustering, this is clear while looking at a decision tree-based technique, or a density-based clustering
technique. They di�er in capabilities and their overall methodology as well as hyperparameters, but
solve the same application problem — and expose di�erent kinds of data. Undoubtedly, a decision
tree is best described by its natural form of a tree, where each node represents an attribute or
attribute combination, the corresponding split criterion and the children below the node. For a
density-based clustering algorithm, the data that can be generated to describe behavior depends on
hyperparameters that initialize reachability distances, data records, and their cluster memberships,
and data records classi�ed as noise, if applicable.

The machine learning work�ow is itself a natural way to describe the behavior of a machine
learning solutions, namely the work�ow itself. There are di�erent approaches to describe work�ow
provenance, on data level, e.g., as provenance graphs [106, 113, 91], or in explicitly visualization
driven ways [112, 90, 60]. All of these works understand the application-dependent machine learning
work�ow as a blueprint of processes that interact with each other by input and output data. Each of
the connected components is part of the provenance data that documents the corresponding, speci�c
parts of the analysis work�ow they are responsible for. This kind of data facilitates a number of
di�erent �ndings to be made from the collected data, for example, the high-level inspection of the
involved components and their overall appropriateness. Additionally, a detailed analysis of single
components can be conducted, e.g., when the work�ow per component is enriched with the input
and output data. This is in particular interesting for components that do a preprocessing of the
data, e.g., to �ll in missing data to judge the strategy of the now �lled-in data values, as well as to
observe when changes of the data occur, for example in preprocessing stages of natural language
processing.

Finally, the behavior of a machine learning component can be made visible based on the data that
is subject to the component. Fundamentally, there are two di�erent kinds of data, the input and
output data. As argued before, the input data may contain the unmodi�ed data records from the
original dataset, as well as a corresponding number of feature vectors that encode the data records
in a suitable form for the machine learning algorithms, or a mixture of both. For example, the values
of a data attribute can be subject to a discretization or normalization that, in turn, can be regarded
as a feature that is derived from the original value. After applying the machine learning algorithm,
typically some output is produced. For example, for a classi�cation problem, this is typically a
new attribute that assigns a cluster to a data record, which can be used to reconstruct the di�erent
clusters and the contained data records. Due to the nature of the input and output data, it is clear
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that a domain expert that handles similar data all day as work routine has some intuitions about
the result of a machine learning process. For example, having a clustering application, some ideas
about the data separation or cluster memberships of the data records could be present. Additionally,
it can also be the case that because of extensive experience with the data over time, a prediction
result could be anticipated by the data expert. For this, no methodical or technical knowledge
is required. Instead, the anticipation and expectations of an analysis output in the light of the
input can be based on expert knowledge based on the data itself. This fact makes this kind of data
quite interesting to describe behavior, as, for example, the quality of a classi�cation output can
be measured by comparing the output data to a gold standard, e.g., by precision, recall, or an F-
measure [109]. Similarly, the quality of a clustering can be expressed by the cluster silhouettes [179],
validity measures [151] that typically evaluate clusters separately from each other in the light of
a speci�c validity measure, or global separation measures [188]. These metrics, solely based on
the input/output data, do not rely on the inner workings of machine learning solution, but still,
give an impression of the quality, and therefore one aspect of the behavior of the machine learning
technique.

Machine Learning Level Exposed Behavior

pre-trained model validation/test quality
hyperparameters parameter value
algorithms & parameters parameter value
machine learning algorithms methodology
machine learning work�ow provenance data
input & output data quality metrics

Table 2.1: Overview of levels of machine learning and corresponding exposed behavior.

Table 2.1 lists the discussed separate machine learning layers and the corresponding behavior data
that can be observed. While they are all separated, for applications that rely on observable behavior,
a mixture of them could be interesting. For example, it is clear that when a machine learning method
is replaced with a di�erent one, better generalization capabilities of the learned models could lead to
di�erent performance characteristics of the input and output data. The machine learning work�ow,
combined with the di�erent contained algorithms can be utilized to compute various metrics of
the problem solution, e.g., the class label of a data record. It can be interesting to compute the
uncertainty or certainty scores of di�erent, consecutive machine learning components when they
refer to the same piece of information using many di�erent methods that range from univariate
statistics to complex simulations [108]. Therefore, depending on the application problem and the
required transparent, observable behavior, combinations of di�erent levels are possible and can be
utilized accordingly.
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2.3 Making Behavior Observable

Having some di�erent data sources of behavior introduced in Section 1.1.1, the observability of this
information to achieve a degree of transparency is crucial.

Appropriate techniques to make the behavior data observable is the raw presentation of the data
itself. When having a look at real-world application solutions based on machine learning, they
typically are applied to large datasets, e.g., for training and in productive use. Having to deal with
large amounts of data instantly leads to doubts concerning the scalability of data presentations,
which in the end makes the behavior observable.

Therefore, we chose interactive visualization as the toolbox for making behavior data observable.
More precisely, we opt to follow the lines of research in the �eld of Visual Analytics, that is to involve
humans, the human perception, potential expert or prior knowledge, and interaction to explore
potentially large datasets [56]. The idea of visual analytics is that interactive visual interfaces allow
human analysts to e�ectively explore datasets and come up with �ndings that are expected or
unexpected. With the help of interaction, the �ndings evolve to a hypothesis that can be veri�ed
or falsi�ed and �nally contributes to human knowledge. As a discipline, visual analytics brings
together data visualization, interaction and human cognition to foster reasoning processes with the
goal of generating new knowledge.

As argued, the primary reason why we rely on visual analytics to make the behavior of a machine
learning process observable lies in the scalability problems of standard tabular interfaces. Ellis and
Dix show that typically, data visualization techniques have no upper limit concerning the number
of displayed data records — and if they do, techniques to reduce clutter and overplotting exist to
cope with such problems. That property is a signi�cant advantage of visual interfaces compared
with tabular like displays, that may provide a space-e�cient representation of a large dataset, but
the interaction to navigate in the data — to scroll on the horizontal or vertical axis — makes them
tedious to use. While in tabular interfaces, human interactions are required to scroll through the
data, interaction in data visualization is primarily used for data exploration, which is part of the data
exploration activities [186] that visual analytics is building upon.

Besides the technical advantages of visualization, when it comes to interpreting a dataset, non-visual
methods typically rely on aggregation and provide a variety of summary statistics, e.g., statistical
moments, diversity or in general measures that give the degree of statistical dispersion [99]. Why
this falls short and to rely purely on summary statistics is not an appropriate tool to explore data is
illustrated in Figure 2.1.

Anscombe already illustrated in 1973 why a purely statistical analysis of datasets is not enough for
exploration tasks [189]. More recently, Matejka and Fitzmaurice extended the work of Anscombe
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Figure 2.1: Illustration of the Datasaurus Dozen [14]. Each of the given images has very similar summary statistics, as
shown in Table 2.2.
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2.3 Making Behavior Observable

and developed a technique that produces some graphics that look very di�erent, see Figure 2.1, but
share the same statistical properties, as listed in Table 2.2.

Property Mean Standard Deviation

Mean X 54.26570 0.00332
Mean Y 47.83510 0.00353
Standard Deviation X 16.76762 0.00283
Standard Deviation Y 26.93550 0.00402
Correlation -0.06602 0.00305

Table 2.2: Arithmetic mean and the standard deviation of the datasets shown in Figure 2.1. Although their appearance in the
plots di�ers drastically, the summary statistics are very similar.

Those examples make clear, that when exploring data, visualization must be an essential component
of the work�ow to be employed.

Besides the pitfalls of non-visualization driven data exploration, visualization has some advantages
that are worth leveraging for knowledge generation tasks. First, data visualization is suited to deal
with outliers visually and is therefore capable of pointing the user to data records that have some
very di�erent attribute values. Second, visual interfaces following the idea of visual analytics [56]
e�ectively o�oad all methodological and algorithmic work to the model building process. In
consequence, it enables users without methodical knowledge to still utilize corresponding visual
methods. Third, visualization and in particular visual displays are the channel with the highest
bandwidth from computer to humans and are therefore suitable for depicting large amounts of
information [72]. Finally, data visualization relies on human perception and o�oads cognitive
load in the form of visual representations [53], when the visual mapping is appropriate. One
huge advantage that can be exploited with a suitable visual mapping is the so-called pre-attentive
processing capabilities of the human visual system. That capability leads to e�ects, e.g., “reaction
times that remain �at or even decrease slightly as the number of items increases” [163], or as described
by Julesz as immediate and e�ortless perception [187]. Even when the circumstances for pre-attentive
perception are not ful�lled completely, visualizing data has many advantages. Card et al. argue, that
visualization ampli�es human cognition, and list arguments for that statement [159]. Among others,
there are:

• Visualization reduces the search for information.

• Visualization enhances the recognition of patterns.

Those two arguments strengthen the decision to utilize information visualization to make the
behavior of a machine learning observable and make it to a subject of exploration, hypothesis
generation, and �nally knowledge generation. It reduces the amount of time to search for a piece
of information and fosters the recognition of patterns, which are the starting points for �ndings
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2 Transparent Feature-based Machine Learning

made in information visualization [56]. In a similar direction, Munzner argues that visualization
is suitable when human capabilities must be augmented, and not replaced with decisions made
by computational processes [53]. This is a powerful, strong motivation, as machine learning is of
course by de�nition an automated process, to exploit the possibilities of interactive information
visualization to make the behavior of a fully automated system observable. To judge the system and
to generate knowledge out of the observable behavior is still — and will be in the foreseeable future
— a task requiring humans.
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3
Feature-level Error Analysis

for Supervised Learning

In this chapter, we demonstrate our contribution in the area of feature-level error analysis. The
work has been conducted with application-level engineers, namely computational linguists that
utilize machine learning techniques to solve their application problem, which is, in this case, a
binary classi�cation of documents. The problem we contribute a solution for was to identify
features that are likely to cause errors, i.e., that have speci�c ranges of their domains that are
often present when the classi�cation is wrong. Our contribution in this chapter is an interactive
visual analytics tool, Minerva, that allows analysts to inspect the behavior of a document classi�ca-
tion system, in the light of misclassi�cations. Together with the domain experts, we identi�ed a
work�ow for error analysis in text classi�cation, and provide the implementation integrated into
Minerva.

3.1 Challenges and Tasks

With the increased availability and rapid growth of textual data, analyzing text data has gained
tremendous popularity. The vast variety of applications includes, but is not limited to, sentiment
analysis, essay grading, user pro�ling, automated feedback processing, or the partitioning of a
given document collection into various topics. The foundation of these applications is machine
learning that is based on feature vectors extracted from the text data. These vectors are composed
out of a number di�erent features, for example, statistics that measure text properties like average
length of a sentence, or lexicon features which determine the occurrence or share of lexicon words
in a given text document. Most applications utilizing textual data can be implemented using
freely available libraries like Stanford CoreNLP [51]. Those libraries do not require a high level of
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3 Feature-level Error Analysis for Supervised Learning

expertise in natural language processing, work reasonably well for most applications, and do not
impose detailed knowledge of the actual feature set. However, having an application that analyses
text data, the analysis on feature-level can be very informative to understand common errors or
�aws in the outcome of the machine learning methods, because besides word occurrences and
statistical properties semantics play a role too. For example, “enjoy” is usually of very positive
polarity, although a negation (didn’t) can turn it to be negative: “Alice didn’t enjoy riding Bobs
new bike”.

Build Model and Classify

Examine Feature Ranking

Analyze Impact on Classes

Examine Value Distribution

Explore Impacted Texts

(Re)Design Features

1

2

3

4

5

6

Feedback

Exploration &
Examination

Design

Initialization

Figure 3.1: The Text Classi�cation Analysis Process TeCAP. It is comprised of three phases, the Initialization Phase (black),
the Exploration and Examination Phase (blue), and the Design Phase (red). To account for insights gained
during the process, a feedback loop originates from Step 6 to Step 1 (indicated on the right) allows to repeat the
process, e.g., with a modi�ed feature set.

Adding heuristics to recognize this or similar cases is useful only to a limited extent because
heuristics cannot include all possible variations of negations, as they are a linguistic phenomenon
which is volatile for various reasons. This issue also holds for a variety of other problems in
natural language processing, for example, the detection and proper handling of irony or sarcasm.
The dynamics and semantics of natural language are one of the primary reasons why working
with text data is challenging. To cope with these di�erent challenges, we propose that analysts,
or more speci�cally application-level engineers, visually inspect the feature set to get an idea of
the cause of errors or unexpected outcomes that is visible on the feature-level, given that the
technology used is working as expected. The formalization of this process that has been developed
in collaboration with experts from the domain of computational linguistics is a six-stage procedure
which we call Text Classi�cation Analysis Process (TeCAP), see Figure 3.1, which has been developed
in close collaboration with practitioners in the �eld of machine learning and natural language
processing.

TeCAP contains three phases, consisting of six stages:

i) Initialization Phase (black): the machine learning task is executed, and the results are modeled
(stage one).

24



3.2 Related Work

ii) Exploration and Examination Phase (blue): the exploration of machine learning results on
the feature-level, observation and validation of �ndings (stages two to �ve).

iii) Design Phase (red): insights from the previous phase can be used to change the feature set
(stage six).

Note, that the stages in the Exploration and Examination and Design Phase do not need to be
executed subsequently. After the Initialization Phase, analysts are free to choose which visualization
they use, although the level of detail on each stage varies from a very high level (importance of
features) down to the actual feature-level (occurrences in the text). To account for insights into the
application problem, each of the stages can be skipped to reach the feedback loop from stage six to
stage one. We implemented this strategy and support for two of the three stages in a prototype called
Minerva, which employs visualization and visual analytics techniques to support the exploration
and examination stages in particular. As postulated in Section 1.1.1, this work is agnostic of the
actual machine learning back-end used to classify text documents. Therefore, support for the third
phase, namely the redesign of the features, is only possible to a limited extent: Minerva supports a
simpli�ed what-if analysis based on linear combinations of features that allow an interactive what-if
analysis for cases where it is enough to modify the feature set with similar combinations of already
existing features.

In this chapter, we claim the following contributions: i) The structuring of a feature-based machine
learning exploration technique TeCAP. ii) The prototypical implementation of TeCAP in a standalone
application Minerva, that allows the exploration of text classi�cation results on feature-level using
visual analytics techniques. iii) We demonstrate the applicability and usefulness of Minerva on a
real-world problem in an application example.

3.2 Related Work

Although our work is not focusing on feature selection and visual applications of feature selection,
in particular, this work has foundations in that discipline. Guyon and Elise� [141] introduce di�erent
ranking and selection techniques, which are considered as state of the art. An early work bringing
together visualization and feature selection in an interactive manner has been published by Guo [140].
Based on the selection of subspaces in a high dimensional data space, interactive visualizations are
provided to enable analysts to explore the data space. Noteworthy is the integration of steerable
techniques to support the data exploration like orderings, groupings, and the control of aggregation
methods. May et al. present a visualization technique designed for feature subset selection called
SmartStripes [87]. The authors tightly integrate feature selection algorithms and visualization that
allows the user to re�ne and steer the automatic feature selection. Krause et al. [48] present a
system based on similar principles, but in contrast to SmartStripes it is designed to support predictive
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3 Feature-level Error Analysis for Supervised Learning

modeling in a speci�c use case. To do so, a speci�c glyph design and ranked layouts of them are
applied.

Application wise, May�eld and Penstein-Rosé are closely related to our work [95]. They report
on an interactive application designed to support error analysis in text classi�cation tasks based
on a matrix display of the confusion matrix. Heimerl et al. introduce a system which combines
instance level visualization of the classi�cation and a cluster view [73]. A cluster exploration
system for linguistically motivated data is introduced by Lamprecht et al. in [64]. Seifert et al.
propose a user-driven classi�cation process by visualizing the classi�er con�dence and input
documents [96]. Ankerst et al. visualize features but in contrast to this work concentrate solely
on decision trees [157]. Van den Elzen and van Wijk present a similar application [83]. Seo and
Shneiderman present a system implementing a rank-by-feature framework [129]. They use multiple
visualizations such as matrices, histograms, and scatter plots to visualize the features and various
statistics.

There already has been research in the �eld of reasoning concerning feature combinations and se-
lections in machine learning tasks [165, 65]. This aspect of machine learning in the text application do-
main is the primary motivation for us to add the design phase to TeCAP.

The related work shows that there have been only a few works that provide the ability to ana-
lyze applied methods on the feature-level, which is in our understanding required to understand
the outcome of text mining, because of the earlier mentioned inherent semantic dimension and
dynamics of natural language text data. This is the research gap that we bridge with TeCAP and
Minerva.

3.3 Interactive Error Visualization

The prototypical implementation of TeCAP is called Minerva. It supports the Exploration and
Examination Phase with visualizations and includes facilities supporting the Design Phase. In the
following, we outline the system and present our visualization designs for each of the stages in the
Exploration and Examination Phase.

3.3.1 System Design

Minerva has �ve main components, which are: 1. Input (load feature vectors); 2. Classi�cation
Model Creation (input of classes and confusion matrix); 3. Data Processing (�lter, order, combine,
remove); 4. Visualization; and 5. Data Export (export feature vectors). Each component oper-
ates on separate input data, which allows the examination of di�erent data sources at the same
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3.3 Interactive Error Visualization

time, for example, to compare the outcome of two di�erent feature sets extracted from the same
dataset.

The system design abstracts from speci�c machine learning libraries or applications to allow the
examination of di�erent machine learning techniques or feature sets based on the same data. The
system reads the feature vectors from ARFF �les, as produced by WEKA [98] and similar libraries,
CSV, and raw text �les. The classi�cation model allows Minerva to examine the machine learning
algorithm outcome in detail. This includes the ability to judge whether a data instance has been
misclassi�ed and if a confusion matrix has been provided, whether a misclassi�ed data instance
belongs to false negatives or true negatives. The processing component provides utilities for the
visualization (�ltering, ordering), as well as standalone functionality to combine or remove features
(design stage of TeCAP). The result is seamlessly integrated into the data model that any connected
visualization or export component uses the ordered, �ltered, or created features together with the
imported ones.

Changes in the feature set can be stored in ARFF �les that can be used as input for the popular
machine learning library WEKA. The export facility allows �ltered or combined features in the
output, making it a suitable mechanism to re-run the machine learning task to inspect any di�erences
afterward.

3.3.2 Visualization Designs

Stage 1: Build Model and Classify. As argued in the introduction of this chapter, Minerva does not
integrate any modeling or classi�cation facilities. Instead, it treats the machine learning back-end
essentially as a black box and utilizes the corresponding outputs.

Stage 2: Explore and Examine Feature Ranking. To give a quick impression of the importance of
a feature in a potentially huge feature set — in our experiments we used feature sets with more
than 5,000 features) — we provide a word cloud of the top n most important features. Limiting the
numbers and also the possibility of restricting or excluding feature labels ensures that the analyst
has access to tools that reduce the number of displayed features to speci�c features at hand, while at
the same time provides capabilities of a quick overview of the whole feature set. Feature importance
is double encoded in the label size and color. The double encoding makes sure that even if the
label of an important feature is shorter than others the analyst is still able to perceive the feature
as important, and the label is not getting lost in the word cloud. The importance of features is
computed according to state of the art measures such as information gain, symmetrical uncertainty,
or the chi-square test statistic.
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Figure 3.2:Word cloud displaying the top 100 features according to their importance computed with the chi-square test
statistic. The importance of a feature is double encoded in its color and the size of the feature label.

Analysts can adjust the number of visible features, as well as �lter features or feature families for
exclusion or inclusion in the visualization. The word cloud layout is based on Rolled-out Wordles
from Strobelt et al. [82], as it can be seen in Figure 3.2, which is known to generate compact layouts
suitable for interactive systems.

Stage 3: Analyze Impact on Classes. At this stage, analysts can examine which features have
predictive power for which class. For each feature, a glyph is displayed, which is built out of four
equal sized segments of a circle (see Figure 3.3). The design is inspired by Guyon and Elise� [141],
as they show that features with distinct properties, like a distinct value distribution per instance set,
can be used to form more predictive ones.

For each data instance, we compute the average value of true positives and true negatives to false
negatives and false positives respectively. Each of the two segments showing the di�erence to the av-
erage false negatives/false positives is mapped with the same color.

The visual design exhibits four distinct error patterns which give a good idea of why a classi�cation
error has occurred (see Figure 3.4). The patterns are: 1. Features where the average value of false
negative instances is closer to true negatives than true positives. They are likely to cause false
negatives. 2. Features where the average value of false positive instances is closer to true positives
than to true negatives. They are likely to cause false positives. 3. Features where both, 1 and 2 are
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Figure 3.3: Class impact visualization. Top left shows the segmentation of the glyph and the referenced values. Read: TP
and FN as ∆(TP − FN ) (top segment). On the top right, an example of the given values is shown. The utilized
colormaps are shown at the bottom.

the case. Those features are a potential cause of both, false negatives and false positives. 4. Features
where both, 1 and 2 are not the case. This indicates a good predictive power of the feature on
misclassi�ed instances.

Besides the visible ordering based on information gain, we also implemented a glyph ranking based
on its visual properties, for example, error pattern a�nity to make it easy to spot groups of similarly
behaving features. A visualization of a whole feature family (part of speech tags and part of speech
tag patterns) can be seen in Figure 3.5. To enable the comparison of di�erent features, normalization
relative to the minimal and maximal average true positive and average true negative value is applied
for each glyph separately. The resulting values of misclassi�ed instances can be inspected relative
to correct classi�ed instances.

1 Left Half Circle 2 Right Half Circle 3 Sand Clock 4 Ribbon

Figure 3.4: The four error patterns. Red sectors indicate the di�erence to the false negatives, cyan sectors the di�erence to
false positives. White colored segments do not contribute to the described patterns and are therefore left blank.
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3 Feature-level Error Analysis for Supervised Learning

The visualization makes two simplifying assumptions to make sure the visual design re�ects the
desired properties of a feature. i) The distribution of correct and incorrect classi�ed instances has
roughly the same shape. ii) The peak of the distribution of misclassi�ed instances lies between the
distribution peaks of correctly classi�ed instances. The validity of these two assumptions can be
veri�ed with more detailed visualizations provided by Minerva.

Stage 4: Examine Value Distribution. At this stage, analysts can examine the distribution of feature
values and also get information about the size of the overlap of values in di�erent classes. To show
the value distribution, we combine two classes from the classi�cation in a histogram display, as it
is illustrated in Figure 3.6, which enables comparison of the value distribution of two classes, for
example, false negatives and false positives. The height and background color of a histogram bar
re�ect the class with the most instances in the corresponding bin, the class with the smaller number
of instances is indicated by the color and height of the inner T.

If necessary, the analyst can enable an additional coloring of the remaining background space of a
histogram bin, which indicates the total number of instances in a bin with a colormap from dark gray
(fewest) to white (most). This indicator explicitly states the number of instances in the bin and allows
the bin-wise comparison of multiple instances not only for a single feature but also the complete
feature set. See Figure 3.10 for an illustration of that feature.

Stage 5: Explore Impacted Texts. The di�erent visualizations presented in this section enable the
analyst to develop new hypotheses about errors and their feature-wise origin and to select interesting
documents for error analysis. Together with the feature set, the classi�ed text documents are the
ultimate tool to con�rm or falsify the hypothesis of an error source, because nothing can illustrate the
outcome of a feature extractor better than the actual data source.

To allow analysts to verify or falsify their hypothesis with concerning features and the corresponding
texts, Minerva implements a document view which is augmented by the extracted features. The
view allows the visualization of feature families like n-grams, negations, modal verbs, or word
endings, based on the imported feature set. Furthermore, custom lexicons can be added if required
by the analyst. Selected feature families are highlighted directly in the text by coloring the text span
corresponding to the features (see Figure 3.7).

3.3.3 Interactive Visualizations

Minerva provides a generic framework for interactive visualizations, which is utilized by each of
the di�erent views. It is based on an in�nite canvas and provides zooming and panning capabilities
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Figure 3.6: Pair Delta Visualization Construction. The histogram on the right is created by overlaying the two histograms on
the left. The class with the most instances in a bin is represented by the bar color on the right; the smaller class is
indicated by the color of the inner T.

Figure 3.7: Document Viewer. A tweet with highlighted polar words (red: negative polarity) and negation spans (blue). In
this example, the polarity score was computed to be 0, although the message is of negative nature.
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to facilitate the visual information-seeking mantra by Shneiderman: Overview �rst, zoom and �lter,
then details-on-demand [169].

To foster the combination of di�erent views for an e�ective exploration and examination of the data,
Minerva provides a linking and brushing functionality [177]. Each visualization implements brushing
mechanism suitable to the visual mapping of the features and propagates selection and de-selection
of features to an abstract, data-based selection subsystem, which in turn noti�es the remainder of
the opened views of changes about the selected features.

Besides the linking and brushing functionality, Minerva provides a view synchronization facility.
View synchronization is realized by describing the current viewport of a visualization regarding
the displayed features. The abstraction from the graphical contents of a view makes it possible to
synchronize the viewports of di�erent kind of views. View synchronization can be enabled and
disabled by the analyst, which makes Minerva suitable for explorative analysis as well as hypothesis
building and veri�cation tasks.

The combination of these three functionalities — linking, brushing, and view synchronization —
allow analysts to switch visualizations and walk through TeCAP while maintaining focus at the
currently selected feature set.

3.4 Evaluation

In this section, we show how Minerva can be used to gain knowledge about machine learning
tasks working with text data. We demonstrate a popular sentiment polarity detection task, using
a publicly available dataset with Twitter data from the 8th International Workshop on Semantic
Evaluations (SemEval 2014 Task 9, Subtask B). Our goal is to demonstrate that achieving better
performance is possible also through better understanding — enabled by TeCAP — of the textual
features rather than standard machine learning customization.

Stage 1: Initialization: Build Model and Classify Our goal is to determine whether a given tweet is
of positive, neutral, or negative sentiment. We use WEKAs SVM-SMO classi�er with the information
feature selection �lter. Feature extraction is done by the UIMA-based [131] open source DKPro frame-
work [118]. The feature set is based on successful applications from the literature. It contains a num-
ber of word- and character-level n-grams [171], text surface properties such as interpunction [149]
or smileys [93], sentiment lexicons [76, 67, 154, 81], and syntactic measures of individual part of
speech tag ratios and groups (n-grams on part of speech level).

Minerva abstracts from the actual machine learning task to not depend on a single machine learning
library and keep the applicability of our methods as general as possible. As a consequence, it is
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3 Feature-level Error Analysis for Supervised Learning

Figure 3.8: Minerva’s main window. On the left, the current dataset some meta information is presented. On the right, the
setup of the in-place classi�cation model is shown.

required that after loading the data an in-place classi�cation model are con�gured by the analyst, as
it can be seen in Figure 3.8 on the right. This makes sure that the classi�cation outcome and details
about the classes are available in the application, even though the actual classi�cation process runs
outside Minerva.

Stage 2: Exploration and Examination: Examine Feature Ranking In practice, one of the most
interesting questions concerning a feature-based machine learning task and the feature set is: What
are the most useful features? In Figure 3.2, the top 100 n-grams from the positive and negative senti-
ment classi�cation output can be seen. The importance of smileys, swear words, and interpunction
is clearly visible, which is an indicator for designing and adding new features in that areas of the
feature set.

Furthermore, not only n-grams but any other feature subgroups can be examined with this visual-
ization. Our feature set contains LIWC lexicons [154], which are helpful to separate neutral tweets
from emotional ones (LIWC is an analytical framework frequently used by psychologists). Figure 3.9
illustrates the importance of LIWC features in the classi�cation task. Besides the expected in�uence
of positive and negative emotion words, Affect and Anger, the frequency of personal pronouns
Ppron (I, them, her) and verbs Verbs (walk, go, see) play an important role. It is also interesting
to see, that the frequencies of assents (Agree, OK, yes, ...) and negations (no, not, never) are also
important.
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low
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Figure 3.9:Word cloud of LIWC features and their importance in the sentiment distinction task. As expected, positive and
negative emotion words have a signi�cant in�uence on the result and are therefore important. However, it is also
clearly visible, that the frequency of personal pronouns Ppron and verbs plays an important role.

Stage 3: Exploration and Examination: Analyze Impact on Classes The previous stage gives an
initial understanding of which features matter in the sentiment polarity problem. Having now
identi�ed the important features, it is of interest to see which features have predictive power for
which class.

Figure 3.5 shows features from Steinberger’s polarity lexicon [81]. Each glyph represents a word
from the polarity lexicon. Features corresponding to the left-half circle pattern, as introduced in
Figure 3.4, are part of correct classi�cation outcomes, if the represented word is present in a tweet,
without causing false positives. If not, they lead to opposite conclusions in some cases, which
results in false negatives. An opposite situation appears for the 5th feature in the top line, the Ratio
of verbs in tweet. It suggests that in our test set a certain, i.e., low, rate of verbs predicts well a
neutral tweet, while the other (high) verb rate cannot, on average, distinguish a polar tweet from a
neutral one. Similarly, the positive-negative tweet problem can be analyzed. We observe that the
right-half circle features are represented by n-grams such as shit or word groups such as Disgust,
while left-half circles are lexicon words such as Joy or n-grams such as looking forward. Combining
the left-half circle and right-half circle features (e.g., Joy-Disgust) in the preprocessing can lead
to improved results, and at the same time eliminates the need for the demonstrated in-domain
knowledge.

As just shown, the visualization is a useful instrument to refactor existing lexicons or create new
ones, especially in tasks where the relation between the class and the words from the lexicon are
not as clear as they are in the presented application.
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Stage 4: Exploration and Examination: Examine Value Distribution With the help of the previously
shown visualization, we were able to observe that numerous sentiment lexicons su�ered from
the same issue of predicting a polar tweet to be neutral when no lexicon word was found. What
is missing are insights into the actual distribution of feature values and also information about
the size of the overlap in di�erent classes. In the sentiment classi�cation task, the Pair Delta
Visualization can be used to examine the problem that sentiment lexicon features perform poorly
when predicting a polar tweet to be neutral when the lexicon word is not part of the tweet to
classify.

By the left and middle column of Figure 3.10, it becomes apparent, that even the combination of
lexical features cannot lead to an improved classi�cation performance of tweets with lexicon polarity
value around zero. The highlighting in the background indicates that close to zero values of the
polarity are coming from other lexicon features as well. A possible explanation would be, that
people indicate emotions without using sentiment words. However, for syntactic features (right
column in Figure 3.10) the feature values are well distributed across value intervals, which makes a
separation into two classes possible. Hence, combining syntactic features with the ones based on
lexicon words could lead to a classi�cation improvement.

Figure 3.10: Value distribution of six sentiment lexicon features (left and middle column). While these lexical features share
similar error overlap, impacted instances are distributed more evenly over syntactic feature values, as they can
be seen in the right column.

Stage 5: Exploration and Examination: Explore Impacted Texts The exploration of impacted text
can be used to see if the feature computations have been well de�ned. In particular, during this stage
documents can be explored to �nd common errors in misclassi�ed documents, which could indicate
that the feature measures a di�erent phenomenon than intended.

In Figure 3.7, the resulting highlighting of polar word negation spans is illustrated. Using this
visualization, we saw that while for certain words inverting the polarity score in negation was
sensible (“It doesn’t sound bad”, “I wouldn’t say it’s great” ), for many cases it was counterproductive.
The tweet shown in Figure 3.7 has a neutral polarity, because bad counts as -1, and couldn’t + worse
as -(-1), which results in an overall polarity of 0. Using this view, we also found that skip-n-grams
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were not suitable features as they were ignoring random occurring negation words in between. Other
errors come from ambivalent words such as loose (control vs. weight), or from ironic or sarcastic
messages: “now that I can �nally sleep... can’t wait to work for another 8 hours or so tomorrow...
yay...”.

Stage 6: Design/(Re)Design Features The last stage of TeCAP can be understood as the implemen-
tation from insights gained in the exploration and examination phase. In the spirit of Guyon [141],
we allow feature combinations to be created directly in Minerva by providing an interface to create
linear combinations of existing features.

Using our built-in feature design facilities shown in Figure 3.11, we �rst combined positive and
negative n-grams into features which behave as a sentiment lexicon. Additionally, we created
combinations of all lexicon-based features with syntactic features, especially verbs, pronouns, and
adjective indicators.

Figure 3.11: The user interface to create feature combinations. In this example, the combination of a semantic (time indicating
words, LIWC) and a syntactic (pronoun ratio) feature is shown.

Lessons Learned and Results Based on the insights gained from the shown exploration and
examination part of the Feature Engineering and Error Analysis Cycle, we adjusted the classi�cation
process as follows: i) We added an additional sentiment lexicon-based on positive and negative
n-grams to enhance the existing polarity lexicons. ii) We combined lexicon-based semantic and
syntactic features, especially for verbs, pronouns, and adjective indicators. iii) The ArkTweet POS
Tagger [84] has been complemented with the �ner grained Stanford POS Tagger [145] to enhance
the overall POS tagging accuracy. iv) The negation scoring was modi�ed so that “Can’t be better” is
treated as positive and “Can’t be good” as negative.

Besides the described run of the Feature Engineering and Analysis Cycle, further applications of the
cycle and implementation of the suggested changes lead to an improvement of the macro-average
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F-Score from 56.2 to 64.1, which is a di�erence of 7.9. This result would lead to a �nal ranking in
Semeval 2014 in the Top 20 of 50 participants, compared to the 38th rank we would reach with
the initial setup without applying our analysis method (see http://alt.qcri.org/semeval2014/

task9/).

3.5 Summary

Semantic properties are a common cause for problems which can lead to a degraded performance
when applying machine learning techniques in natural language-based application. Starting at this
general problem, we developed the strategy TeCAP that conveys these problems to the human, who
has a much broader knowledge of semantics and understands the analyzed text data. The strategy,
developed in close collaboration with practitioners from the �eld of machine learning and natural
language processing, gives the process of knowledge generation in text mining a structured way
that can be followed easily and answers the most pressing questions when it comes to feature-based
analysis of machine learning outcomes.

For example, using the presented Feature Cloud users can quickly get an impression of the feature
ranking. This information can be used to match users expectations of the actual machine learning
tasks by con�rming or falsifying previous knowledge of the data analyst.

The visualization for the impact analysis of features on the classes (Figure 3.5) is designed for speci�c
error patterns. We abstract more from the actual feature vector data, but we still allow single feature
analysis. The presented visual design distributes the feature glyphs in a grid, with a customizable
number of rows and columns. To extend the visual design to allow also the perception of clusters of
features, an improved version of the visualization layout based on the perception of the glyphs is an
open research challenge. The current matrix layout, based on a lexicographic order of the feature
labels, gives insight in the error-wise behavior of the di�erent feature families contained in the
feature set, as they typically share portions of their labels. Currently, this order makes it possible to
spot part of speech tags and n-gram features that are behaving di�erently, as they are shown next to
each other. When users want to focus more on the di�erent groups — clusters — behaving similarly
regarding caused errors, a force directed layout will make more sense than the current matrix view.
To con�gure the forces, the four error patterns, see Figure 3.4, should be �xed in the edges of a
square or rectangle, and place the single glyphs according to the attraction to these patterns. The
resulting view should be able to e�ectively communicate with the di�erent groups in the feature set
concerning the error patterns. Having such a layout in place, new challenges arise, for example how
to reduce the inevitable glyph overplotting. Since the feature ranking is crucial for domain experts,
it will be of interest to develop or apply existing techniques to include the ranking in the resulting
visualization.
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We also see potential for improvement in the text visualization, as it is shown in Figure 3.7. Currently,
we use colored text spans, and lines above and under text spans to indicate where a feature is located
in the text. This is complemented with a tooltip containing the names of features if they overlap at
parts of text spans. Next steps will be the examination of text highlighting methods, for example,
background shadows or di�erent font styles to be able to display more than three features at once
and also visualize the spans where they overlap.

Another aspect that is interesting to continue working on is the integration of the di�erent loops
of visual analytics applications as proposed by the model of Sacha et al. [56]. There is enormous
potential for a good visual analytics-based application concerning the model, because the overall
goal of our technique is gaining knowledge using insights from the feature-level. We already have
strong support for the exploration loop, and veri�cation is possible because we provide di�erent
views on the same data. Including knowledge generation support is a huge challenge, but will be a
signi�cant achievement, not only for data analysts in the �eld of natural language processing. In
the current version of Minerva and the application domain of natural language processing, we rely
heavily on world knowledge, which is hard to externalize and even harder to grasp via automatic
processes.

Technically, the implementation of Minerva and also most of the visualization designs are de-
signed for binary classi�cation problems. This leads to clarity of the analysis questions in each
stage of TeCAP, but at the same time makes Minerva tedious to use for multiclass classi�ca-
tion problems. Future steps to overcome this limitation include an extension of the underlying
data model, as well as bigger design space to demonstrate the generalization of TeCAP and Min-
erva.
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4
Interactive Ambiguity Resolution

of Ambiguous Feature Sets

In this section, we present an interactive visualization technique that combines di�erent kinds of
information to simplify a feature set generated by machine learning, more precisely in a supervised
learning scenario to identify named entities. A number of software packages exist that can be utilized
in real-world applications that achieve acceptable performance. Although, as it is the case when
working with unstructured natural language data, achieving a good performance while solving
an application problem still poses challenges. In the case of named entity detection, it is the fact
that ambiguous references to the same entities are part of the analyzed documents, e.g., caused by
grammar or the writing style of the author. In this chapter, we contribute an interactive visualization
that facilitates reasoning about ambiguous features in the feature set. We enable application-level
engineers to explore the results of state of the art named entity recognition packages and modify the
feature set when they observe any ambiguities. The visual interface utilizes matrix visualizations
that are known to scale for a large number of rows and columns, which are based on two di�erent
kinds of information. First, co-occurrence, which is the pairwise count of entities that occur together,
e.g., in a sentence, which is statistical information. Second, this information is complemented with
what we call character embedding, a variant of the widely used word embeddings, that is tailored
to characters, as we are dealing with �ctional literature. We showcase the generalizability of this
approach as we demonstrate and argue about di�erent machine learning back-ends that can be used
to detect named entities, as outlined in Section 1.1.1.

4.1 Challenges and Tasks

Named entity recognition (NER) techniques are used to identify passages of text that are likely to refer
to entities and label them with categories such as person, place, company and other categories [121].
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The current state of the art techniques are based on manually annotated text corpora, which are
automatically analyzed and transferred in a corresponding model of language use, grammar, and
other properties of the annotated text. These models can be used to �nd and classify entities
in previously unknown documents. State of the art NER techniques are provided with o� the
shelf models created from vast amounts of annotated documents, such as news corpora or similar
document collections. For many use-cases, the standard models perform well and are well-suited
for the integration in di�erent applications, such as the analysis of customer reviews [77], or the
automated extraction of locations or characters in literature [33]. Whenever these techniques and
models are applied to documents that contain unusual or underrepresented linguistic characteristics
compared to the training data, the performance of NER systems degrades, which in consequences
makes errors more likely to happen. This is speci�cally the case, whenever the language use,
grammar, or vocabulary, depending on the properties have been learned and stored in the model,
i.e., when analyzing documents from di�erent authors. To cope with that problem, state of the art
NER packages provide facilities to create custom models from a collection of documents. Given
that for the application at hand enough data is available, text annotation requires domain experts
to annotate the data in su�cient amount and quality, which is a time-consuming and challenging
process [79].

Charlie Weasley George Weasley
Fred Weasley Percy Weasley Ron Weasley
Ronald Weasley Ginny Weasley Weasleys

Harry Potter H. Potter Potter
The Potters James Potter

Table 4.1: A selection of entities classi�ed as person that share at least one token. Extracted from Harry Potter and the
Sorcerer’s Stone by J. K. Rowling with state of the art NER software.

In this chapter, we introduce an interactive, visualization-based approach to improve the performance
of NER software concerning ambiguities, e.g., the multiple occurrences of the same entity caused
by di�erent attributions and references, as illustrated in Table 4.1. With the help of our technique,
AmbiguityMatrix, such ambiguities can be identi�ed through model visualization and interactions
so that further annotation of the data and the corresponding time-consuming training phase is not
required. The visualization makes use of two interlinked triangular matrix plots representing the
results of a speci�c NER model/technique as the row/column appearance, as they can be seen in
Figure 4.1. The color-coded cells in the upper triangular display the pairwise co-occurrence of entities,
while the cells in the lower triangular matrix show the semantic similarity of the entity surrounding
based on word embeddings [138, 103]. Both views guide the analyst to possible entity ambiguities,
indicated by co-occurrences (upper half) or semantic similarity of the character surroundings (lower
half). Entities with high co-occurrence and/or high semantic similarity — that can be assumed to
be related to ambiguities of the NER — stand out by a dark color in both matrix triangles. Less
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obvious, potential ambiguities follow the visual pattern of a single, outstanding cell in one of the
two views. By merging two rows or two columns, the user can derive disambiguation rules, e.g.,
the merger of two entities, which can be used to improve NER models in a post-processing stage,
or by feeding back the interaction and corresponding data to a model-re�nement or recreation
phase. We focus on referential ambiguities as their detection and resolution requires a high level of
text understanding, which is currently not feasible for natural language processing techniques. In
contrast, our approach relies on text understanding and world-knowledge of the user and can be
applied without requiring machine-readable, externalized knowledge, for example in the form of
knowledge bases. Existing automated approaches utilize external knowledge bases, but naturally,
they are limited in the amount of contained information, as no data source can provide a reasonably
complete depiction on world-knowledge, which is required to solve this class of ambiguities. Also,
the creation and integration of corresponding ontologies or knowledge-bases impose huge e�ort
that not every project relying on NER software can a�ord. For illustration purposes we focus on
�ctional literature to account for a great variety of writing styles, language use, and grammar that is
typically not contained in training data utilized to create o� the shelf NER models. We concentrate
on characters — named entities of type person — in �ctional literature, which is subject to real-world
applications as well as current research [49, 44] in the NER area.

In this chapter, we claim the following contributions: i) A visualization-based approach for linking
of named entities based on referential ambiguity. ii) A novel combination of state of the art in
visualization and natural language processing that assists human analysts in the entity linking
process. iii) An interactive interface that combines content and context information to support
interactive rule building from ambiguous data sources.

4.2 Related Work

This work resides in three di�erent areas: named entity detection, entity or record linking, and
entity relationship visualization. In the following, we give an overview of related work in those
areas.

4.2.1 Named Entity Detection

Named entity detection is a part of the techniques collectively called NERC (Named Entity Recogni-
tion and Classi�cation) [100], which summarizes techniques that identify entities and classify them
into categories, e.g. person, organization, or location, in an unstructured source of text. Techniques for
entity detection are manifold and utilize various methods. In the following, we outline the most im-
portant techniques and give some insights into their construction.
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Lexicon- or dictionary-based systems come pre-equipped with lists of frequent names or locations,
which are used for keyword searches, as well as further adaptions based on statistical techniques [160,
137, 124]. Statistical approaches utilize non-speci�c sources of text or word information, such as
large document collections, to compute relationship statistics applied in the actual entity detection
process [134, 135]. These techniques do not require a labeled training set and are independent of
the document language, as they purely rely on statistical properties of the documents. Recently,
machine-learning techniques have gained popularity in the �eld [162, 156, 105]. They perform well,
can be utilized even without a learning process by distributing the appropriate models, and are
highly adaptability to the processed data. Naturally, a drawback of these methods is the dependence
on the model that has been trained from labeled documents. A third family of techniques is based on
handcrafted rules or heuristics that can incorporate and employ di�erent properties of the analyzed
text documents [178, 158, 104]. These systems have advantages if there is a consistent structure
among the documents to analyze, that can, for example, be induced by the domain of the document
contents or speci�c writing styles, as these can be de�ned precisely and modeled in the rule set.
Therefore, rule-based NER software is expected to reach high precision, while the recall depends on
the variety and �exibility of the rule-set. Last, a number of techniques combine di�erent aspects
from the aforementioned named entity detection techniques to bene�t from strengths of the di�erent
techniques and methodologies [155, 54]. A comprehensive overview of di�erent methodologies and
approaches can be found in [121, 111].

4.2.2 Entity/Record Linking

The task of merging di�erent entities into a single one is also known as entity linking, which is nowa-
days part of many natural language processing and NER systems.

Bunescu and Pasca presented a technique that uses support vector machines to learn rankings from
categories and names using data from Wikipedia [124]. Similarly, Mihalcea and Csomai exploit
the Wikipedia hyperlink structure to associate documents with Wikipedia articles, which can also
be used to process and link named entities [120]. Other data sources, namely DBpedia and YAGO,
are used by Ho�art et al. to compute the disambiguation of entities, which could also be used
to link entities [85]. Large-scale knowledge-bases are exploited by Lin et al., where the authors
propose corpus level features, e.g., the similarity of word contexts, as well as textual matches in the
knowledge base to merge entities together [75]. Trani et al. present an approach that is based on
manual, collaborative entity linking, and is therefore strongly related to our work [58]. Moro et
al. provide a method that is based on graphs, computes entity linking, and go into detail about the
possible technical solution to �nd similar entities [52].

All these methods induce considerable extra e�ort, either when it comes to creating a knowledge-
base from Wikipedia, DBpedia, or other sources, as well as the computational e�ort which is
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(a) Initial State

(b) Final State

Figure 4.1: AmbiguityMatrix at the example of George Orwell’s 1984, generated by OpenNLP Name Finder. The initial sparse
matrix got even sparser; most changes are visible in the lower left half depicting the semantic similarity measure.
For visual clarity, we removed the entity labels.
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problematic for interactive approaches. While our proposed technique could utilize information
from knowledge-bases, it does not require any computationally expensive processing or data mining
steps, as we rely on human knowledge and understanding of the ambiguity resolution and linking
task, respectively.

4.2.3 Entity Relationship Visualization

A number of related work is addressing the problem of visualizing relational data, such as in named
entities relationships. In [133], Ghoniem et al. compare the two main approaches, node-link diagrams
and (adjacency) matrix visualizations, for their readability. The empirical study found that matrix
visualizations are particularly suitable in cases where the associated graph is dense. However,
like the problem of �nding a useful 2D layout for nodes in a node-link diagram, matrix-based
representations inevitably require an appropriate row-/column ordering for representing the dataset
structure e�ectively. Recently, Behrisch et al. presented in [25] a survey with guidelines on selecting
the most appropriate matrix reordering algorithm. However, the survey states that reordering
methods for asymmetric matrices are rare and often lead to unsatisfactory results. In cases, such
as the ones presented in this paper, human-assisted reordering should be applied to improve the
quality of matrix visualizations [25, p. 712].

Similar to our proposed visualization, matrix layouts have been applied in various context for
showing entity relationships. For example, in MatrixExplorer, Henry and Fekete show a syn-
chronized node-link and matrix exploration interface for depicting entity-relationship structure
in social networks [127]. A hybrid node-link/matrix visualization, called NodeTrix, was pro-
posed by Henry et al. for representing the co-author relationships in large research communi-
ties[119].

Whenever the relationship characteristics are not univariate, but potentially even con�icting relation-
ship weights exist, such as in our guiding use case of entity disambiguation and model comparison,
node-link diagrams will have the drawback to invest multiple edges for each relationship. On
the other hand, matrix-based visualization with a complex glyph cell representations have been
introduced by Im et al. in [63] and shown, e.g., by Beck and Diehl in [92] for the comparative
analysis of di�erent dependency relationships in software systems or by Behrisch et al. in [61] for
the comparison of rankings and orderings. Recently, an empirical evaluation of the e�ectiveness of
juxtapositions for triangular matrices has shown that distributions and patterns in large feature
spaces can be explored with juxtapositions of asymmetric triangular matrices, showing a di�erent
feature/metric on the upper and lower triangular matrix part [37].

In the domain of text analysis, entity relationship found speci�cally appeal. Shen et al. give a
dashboard-like view in their tool NameClari�er that allows the simultaneous exploration of di�erent
aspects of authors that are subject of disambiguation [21]. They combine single entity sequences,
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group-based, and list views to support the disambiguation task. In the tool Jigsaw, Stasko et al.
present multiple linked views that deal with entities extracted from documents [114]. Connections
between entities are symbolized with lines between multiple lists. To visualize the temporal evolution
of entities, Mazeika et al. utilize stacked areas [88]. Oelke et al. present a technique that, based on
so-called �ngerprint matrices, depicts the co-occurrences of entities over the course of literature [69].
Gold et al. utilize circular visualizations where sectors of the circles represent speci�c topics or
speakers [34]. Their visualization technique supports animation over the temporal progression of
the visualized data per entity and shows the corresponding relations popping up over time. Similar,
the work of El-Assady et al. utilizes animated display of topics or speakers over time to illustrate
their evolution in conversations [26].

For most of the show related work, we see shortcomings regarding the scalability of the proposed vi-
sualization technique. Typical solutions are animations over time, which keeps the number of entities
to display simultaneously low. Additionally, techniques that present entities side by side su�er from
scalability issues, as the length of the documents, in connection with the chosen aggregation level,
dictates the �nal size of the visualization that could exceed the screen space. Therefore, neither anima-
tion nor �ngerprint-like visualizations will serve the purpose of display entity information of a whole
piece of literature as it is required for ambiguity resolution of them.

4.3 Interactive Ambiguity Visualization

To support the ambiguity resolution of named entities, it is required to give the analyst a way
of assessing the relatedness of two given named entities. In our approach, we express related-
ness by two measures derived from the analyzed literature: character-level statistics and content-
based information. Each of those is represented by a proxy metric, as explained in the next para-
graphs.

Character Statistics. We compute the character statistics via so-called pairwise co-occurrences
of entities [126]. The reason to compute this particular measure is grounded by the language
use in �ctional literature. Entities, in particular characters, are commonly referred di�erently in
consecutive sentences, as it is considered to be a good writing style. See for example the excerpt from
a Harry Potter novel given in Figure 4.2. There, one entity, Harry Potter, is referenced three times,
and each of the references uses di�erent wording. Co-occurrence metrics are the method to capture
those variations in writing style. By utilizing this concept, we can express relationships between
entities based on their co-occurrence in the form of Entity A is co-occurring n-times with Entity B,
and capture variations in the language with respect to entities.
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Content Information. So far, the occurrences of characters with each other can be quanti�ed and
covers, therefore the statistical view on entities. To be able to communicate the content-based
context of entities, we compute the word embedding for each entity, that contains its linguistic
context [138, 103], and therefore approximates the near content-wise context of an entity. To relate
the word vectors to entity similarity, the distance of these vectors can be computed by utilizing
the Szymkiewicz-Simpson coe�cient [194]. Using the resulting similarity score, we can compare
entities not only based on their co-occurrence, but also on the similarity, or dissimilarity of their
context in terms of actual words.

The computation of both metrics is part of Phase Two of the interactive ambiguity resolution process
described in the following section.

4.3.1 Interactive Ambiguity Resolution Process

We structured the interactive ambiguity resolution in a process that consists of four phases. It
covers the data generation, model creation, interactive visualization, as well as possible feed-
back to other processes that make the interactive ambiguity resolution process suitable to em-
bed in more complex text processing work�ows or act as a stand-alone tool for exploring NER
data.

Phase One: Named Entity Recognition. In this phase, named entity recognition software is applied
to the documents to process. The result of this phase are the entities and their classes so that the
next phases can utilize this information. This phase is executed automatically and does not require
any interaction or assistance by users, besides the initial NER technique and the corresponding
model selection. We utilize two state of the art and widely used representatives of today’s machine
learning-based systems; namely, the Stanford Named Entity Recognizer [128] and OpenNLP Name
Finder1. Due to the lack of rule-based NERs, and to be able to cover all NER families given in the
related work (Section 4.2), we implemented our own rule-based NER, as described in Section 4.3.2.
At this stage, it is important to note that no assumptions concerning the technical foundations of
named entity recognition as well as the class of entities that are subject to interactive ambiguity
resolution are made, according to Section 1.1.1. Although, as argued before, in this work we
concentrate on entities of type person, as we analyze �ctional literature that typically relates heavily
to characters.

Phase Two: Linguistic Data Preparation. This phase has two purposes: �rst, it computes the
pairwise co-occurrence of entities [126]. We utilize the concept of co-occurrence, as it can be
observed that in literature references to the same character in consecutive sentences are expressed

1Website: https://opennlp.apache.org/
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di�erently (see the two examples at the beginning of Section 4.3.4). Second, the word-embedding [138,
103] per entity is created. Word-embeddings are commonly understood as collections of words
that share the same context. We adapted the concept and computed the embedding per entity,
which yields a vector of words containing the context of the given entity. Afterward, the pairwise
distance per word-vector is computed, which can be interpreted as semantic similarity, because
word-embeddings are known to preserve the semantic relationships [66]. We assume, that a high
semantic similarity is a hint for similar entities, and therefore points to potential ambiguities. Similar
to Phase Two, this phase is fully automated and does not require interaction. The linguistic data
creation is also designed to be as generic as possible, as co-occurrence computation makes no
assumptions of the processed text data. Similarly, the creation of the word-embeddings and the
resulting semantic similarity measure is possible for all kinds of words, as it poses no requirements
for the context it should be computed for.

Phase Three: Interactive Visualization. The third phase contains the depiction of the previous
analysis results While the two preceding phases are automatized completely, this phase is where
humans and automated data analysis come together, and interactions with the created models from
the data analysis are possible. This is demonstrated in the following parts of this chapter, where we
show examples of our approach executed with three di�erent named entity recognition software
packages. To visualize the data, we use the metaphor of an entity-to-entity matrix, where each cell
represents a pair of entities. The metaphor directly maps to the nature of the data extracted in the
two preceding phases, as they are referring to a single entity (Phase One), as well as entity to entity
(Phase Two). Details of the visualization and supported interaction are given in Section 4.3.4 and
Section 4.3.5, respectively.

Phase Four: Feedback. In this work, the primary goal is to improve the NER results, which is
prepared in this stage. To do so, interactions such as the merger of two entities are captured (Phase
Three) and translated (this phase) into a format that is understood by the NER employed in Phase
One. As this depends on the actual NER component in place, the outcome of this phase can be of
di�erent nature. For example, o� the shelf modules such as Stanford NER will be accompanied most
likely with post-processing based on the user interactions, which is con�gured and transferred to
the corresponding component during this phase. This requires a corresponding post-processing
component, as well as a speci�ed way of adding new rules to it. For rule-based NERs, such as our
prototypical implementation, it is possible to formulate new rules and inject them right into the
rule set.

For real-world applications, support for the described process can be implemented in various ways.
Although, it is clear that the implementation of the visual and interactive processes are not suitable
for batch processing of documents, as human interaction is required. Instead, we expect that the
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outcome of the interactive ambiguity resolution process, which are either postprocessing rules or
new additions to rule-based NERs, will be integrated into the data processing pipelines. We also
see this process as a tool for interactive model comparison of either di�erent NER methods, or
models that di�er in parameters necessary for their training or document selection. The actual
con�guration depends heavily on the employed NER technology and the use case at hand. Therefore,
we see the process elaborated in this section as ideal, and abstracted from use-cases or technical
parameters.

4.3.2 Rule-based Named Entity Detection

In most application areas, rule-based named entity recognition has been superseded by machine-
learning based approaches [121]. Although, there is a signi�cant advantage of rule-based approaches:
because of the speci�city of the typically manually created rule-set, the expected precision is higher
than the precision of competing techniques.

Rule Example

Action Words said Harry
address Hermione

Possessives Harry’s world
Tom’s mind

Salutations Mr. Longbottom
Mr. and Ms. Longbottom

Titles Professor Dumbledore
Lord Voldemort

Verbs, 3rd person,
singular Dudley walks towards Harry

Table 4.2: The rule-set of our rule-based NER. Bold denotes the main anchors of the rules, red text the extracted entity.
The rules are completed with dictionaries that provide action words, salutations, and titles, as well as a set of
character-based post-processing rules.

A disadvantage of the necessity of a �xed rule-set is the fact that similar to pre-trained machine-
learning models; the input has to conform to the data that has been used to formulate the rules.
If this is not the case, rule-sets are expected to fail similarly than model-based techniques, but
these errors are easier to counter with extensions of the rule-set. Besides, maintaining a general
set of rules is tedious and time-consuming. Therefore, it makes sense to target a speci�c type of
text, for example, �ctional literature, with rule-based NERs. A signi�cant advantage of rule-based
named entity recognition is the computation time. It is noticeably lower than the processing time
of state of the art, model-based NER software. For interactive applications, such as ours, this is
a huge plus. Because of these two advantages, expected high precision as well as the suitability
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for interactive systems, we implemented a custom, rule-based NER software tailored explicitly to
�ctional literature.

Table 4.2 lists the core of the rule-based NER. The rule-set leverages surface properties of the
processed text data, which eliminates the need for time and resource intensive parsing of the doc-
uments. Additional information, such as dictionaries with titles, salutations, or action words are
generated from DBpedia [116]. Further post-processing is applied to the results so that overlap-
ping matches are included only once, or matches of more than one word are matched as a single
entity.

4.3.3 Automated Analysis Performance

To get an impression of the performance of the three named entity recognition packages (Stanford
Named Entity Recognizer, OpenNLP Name Finder, custom rule-based NER), we present the typically
used performance metrics recall and precision and a false positive rate in Table 4.5. The exact
versions and utilized models are given in Table 4.3. We selected a number of books from our
literature collection, so that �ctional literature of di�erent length, di�erent authors, and di�erent
genres is represented. For practicality, we limited the selection to titles where the creation of a
gold standard for the automatic evaluation is possible, for example by leveraging various online
fan-wikis or Wikipedia.

Software Version Notes

Stanford NER 3.6.0
Stanford NER Models 3.6.0 7 Class, Distsim

OpenNLP Name Finder 1.5.3
OpenNLP Models 1.5 en-ner-person

Rule-based NER 1.0
Rule-set 1.0 see Table 4.2

Table 4.3: The utilized named entity recognition software and the corresponding models.

Table 4.4 lists the selected books that we show in our examples. To be able to judge the quality of
the out of the box performances, we apply common metrics to evaluate named entity recognition
software, which are precision and recall. The required gold standard for automated evaluation has
been created manually from data sources such as fan-Wikis or Wikipedia. As this is no accepted or
widely used data, precision and recall in our studies should not be interpreted absolutely, as the
gold standard data contains some side characters, animals, or other entities that play only minor
roles. For example, the gold standard for the Harry Potter novel contains Snowy and Tibbles, which
both are cats. These errors were not corrected because we aimed at a broad data foundation of the
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ID Author and Title Genre Year

AC Agatha Christie: Death Comes as the End Mystery 1944

GO George Orwell: 1984 Dystopian 1949

JR J. K. Rowling: Harry Potter and the Sorcerer’s Stone Fantasy 1997

SK Stephen King: Doctor Sleep Horror 2013

Table 4.4: The collection of literature used for our tests.

gold standard. Therefore, the numbers should only serve for relative comparison as they are used in
this work, not as absolute performance metrics.

Table 4.5 contains precision, recall and the false positive rate for the chosen literature and the three
considered named entity recognition packages. The book from Agatha Christie (AC) seems to be
well re�ected in the Stanford model, as well as the rule-set of our custom NER. Both technologies
reach a recall of 1.00, and compared to the results of analyzing the other books a quite high
precision, although the rule-based NER outperforms the other candidates with a precision of 0.87.
OpenNLP excels in the analysis of George Orwell’s 1984 (GO), the other two NERs have huge problems
with this book, in particular, the Stanford NER, that reaches precision and recall values very low
compared with the competitors. The results of the analysis of the Harry Potter novel (JR) is similar
and almost comparable to all three techniques, while the Stanford NER shows a very good recall
compared to OpenNLP and the rule-based NER. For the book of Stephen King (SK), we see that
all participants have problems, and perform comparably concerning the precision, although the
recall of OpenNLP and the Stanford NER is better than the recall of the rule-based NER approach.
Generally, we see that the false-positive rate of all candidates is quite high, in three of the four
displayed cases even over 75 percent, while all techniques have strengths and weaknesses for each
of the candidates.

4.3.4 Entity and Data Visualization

Consider the following sentence: “Mr. Dursley wondered whether he dared tell her he’d heard the
name “Potter”” [164, Chapter One]. While it is a natural assumption, that references to the name
Potter in a book about Harry Potter refer to Harry Potter, there is currently no way to actually resolve
the reference given in the example sentence, which in the example given above is actually referring
to the parents of Harry Potter.

In the example shown in Figure 4.2, the same entity, Harry Potter, is referenced three times in three
sentences, which all use di�erent wording. With the proposed visual design, we are targeting this
exact type of referential ambiguity, which regarding data analytics, can be expressed as the co-
occurrence of entities. Admittedly, this technique cannot capture all varieties of possible ambiguities
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Book NER-Type Precision Recall FP

AC
Stanford 0.41 1.00 0.58
OpenNLP 0.34 0.57 0.65
Rules 0.87 1.00 0.12

GO
Stanford 0.01 0.04 0.98
OpenNLP 0.70 0.80 0.78
Rules 0.24 0.25 0.76

JR
Stanford 0.23 0.58 0.76
OpenNLP 0.24 0.27 0.79
Rules 0.22 0.26 0.77

SK
Stanford 0.09 0.75 0.90
OpenNLP 0.11 0.51 0.88
Rules 0.11 0.30 0.88

Table 4.5: Precision, recall and the false positive rate of the three NERs. Details about the books can be found in Table 4.4.

“Bless my soul [...] Harry Potter ... what an honor.” He hurried out from behind
the bar, rushed toward Harry and seized his hand, tears in his eyes. “Welcome
back, Mr. Potter, welcome back.”

Figure 4.2: Harry Potter is referenced in three di�erent ways in three consecutive sentences. Excerpt from Harry Potter and
the Sorcerer’s Stone by J. K. Rowling [164, Chapter Five].

of entity references, as it is based purely on statistics and does not take the contents of the text into
account.

To counter this issue, we contrast the co-occurrence information with an additional level of semantic
information, the semantic similarity as described in Section 4.3, description of Phase Two: Linguistic
Data Preparation. The combination of the semantic similarity measure and co-occurrence information
adds the ability to cross-validate �ndings made either by the inspection of co-occurrences or the
semantic similarity so that decisions made on statistics can be backed with semantics and vice versa.
This allows �ndings such as two entities co-occur together, but do have a di�erent semantic context,
which is a strong pointer that both entities do not refer to the same person, and are not possible by
providing only co-occurrence or similarity information.

It is clear that we need to visualize both types of information in a single view. For each pair of entities,
we have two metrics available, namely the co-occurrence and the similarity of the word-embeddings.
On data level, this corresponds to an undirected graph (as the scores are symmetric) of entities
with relationships (nodes) that are quanti�ed (weighted) with two numeric values. Visualizing
this in a classic node-link diagram is prone to visual clutter, as we have to represent each data
value with a separate edge. Instead, we visualize the node-link structure with adjacency matrices,
which are known to represent graph structures in a space-e�cient and compact manner. Each
cell represents a pair of characters that are indicated by the corresponding rows and columns. In
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(a) Hovering a cell highlights the respective row (Potter),
column (Harry Potter), and their labels. Dark cells that
spot out indicate possible entities to merge.

(b) During the animation, the right column and lower
row (both highlighted) are moved to the left and up
respectively until they completely overlap the column
and row of the second entity.

(c) The matrix after the merge process: Potter and Harry
Potter are now merged and their co-occurrences and
similarities are updated accordingly, the corresponding
row and column are highlighted.

Figure 4.3: The process of merging entities in AmbiguityMatrix from left to right. On the left, the initial state of the
visualization is shown. Users can explore the visualization, as well as the displayed data by tooltips. The middle
image shows the process of merging, the prior selected row and column are moved on to the top left, as the arrows
indicate. The right image depicts the state after the merge process. The visualizations are created with data from
Harry Potter and the Sorcerer’s Stone by J. K. Rowling.
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graphs, the neighborships between nodes are symmetric, which in turn leads to symmetric adjacency
matrices, which means that in the visualization, two matrix cells are representing the same pair
of entities. This property �ts well to the data that we want to visualize, as we also have two
metrics per entity pair. Recent studies in the area of matrix visualization showed that asymmetric
matrices can be read as e�ectively as symmetric ones [37], so we do not lose interpretability. The
following subsections elaborate on the visual design, as well as interaction possibilities of the
matrices.

Ambiguity Matrix

Frequently co-occurring entities either suggest that individual entities have a high rate of interaction,
or that the same entity is addressed in di�erent ways. Visualizing co-occurrences in a matrix helps
the user to conceive and to assess entity relationships based on their co-occurrence. The co-
occurrences are mapped onto a color map in which dark and saturated blueish colors represent
a high co-occurrence. In the case of no co-occurrence, the cell is white and marked with a gray
cross.

To contrast the single viewpoint of entity co-occurrences, we split the matrix into the upper
and lower triangular submatrix. The lower-left part of the matrix is used to depict a semantic
similarity score based on the entity related word-embedding information, as elaborated in the
paragraph Phase 2 – Linguistic Data Preparation of Section 4.3. A di�erent colormap is used in
the same fashion as for the co-occurrences to emphasize the di�erent attributes, but with reddish
colors.

On the diagonal, the overall occurrences of an entity are shown, see Figure 4.3. This meta-information
is represented with a black-to-white colormap. For further clarity, the number of occurrences is
additionally printed to the cell center.

Having a matrix-based visualization, the ordering of rows and columns plays an important role. In our
work, we use an ordering according to the average co-occurrence of each entity. This order typically
places the main entities of a book in the upper-left corner of the matrix as they interact with most of
the other entity. Therefore, entities that are occurring less often move more to the lower-right part
of the matrix. As the survey in [25] describes, matrix reordering approaches are mostly designed for
symmetric matrix data. However, our visual design implies an asymmetric table ordering. Although
correspondent analysis (CA) techniques could be used in this case, we decided to emphasize the
semantic and domain-speci�c row/column ordering, that based on the absolute character occurrences
re�ects the importance of entities in the literature.
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(a) Initial state of the matrix. The lower half exhibits some dense
regions, which could be candidates for a closer inspection.

(b) Final state ofter merging the entities together. The captions of the rows and columns indicate
merged features with a slash /.

Figure 4.4: Initial and �nal state of AmbiguityMatrix at the example of Doctor Sleep by Stephen King, generated with the
OpenNLP Name Finder.
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4.3.5 Interacting with Co-occurrences and Semantic Similarity

The user’s task is to detect and assess the darker spots in the matrix yielding to a high co-occurrence
or a high similarity. The user can now decide to merge the two entities based on the provided
information and her background/domain knowledge. Clicking on a cell triggers the merge process
for two entities, which is displayed with animation to help the user to understand the e�ects in the
matrix. Firstly, the row and column belonging to the entity further down and to the right in the
matrix are moved towards the entity which is placed more on top and left until they completely
overlap. The moving row and column are highlighted during this animation to support the user
to track them (see Figure 4.3b). Afterward, the entity labels at the edges of the matrix are merged,
e.g., Potter / Harry Potter. Eventually, the merge a�ects the co-occurrences as well as the similarities
to all the other entities. The co-occurrences of the two merge candidates to every other entity are
summed up to provide the new co-occurrence value. A recomputation of the similarity score taking
into account the merger of two entities is too slow to be performed in an appropriate time for the
interactive system. Therefore, the maximum similarity score of the merged entities to every other
entity adopted, see Figure 4.3c.

After the entities have been sorted, we do not apply the matrix ordering, as we would undoubtedly
damage the navigational context created during the inspection of the matrix by changing the order
and therefore also the visual appearance. Instead, we move the merged rows and columns to
the top and left, which is a heuristic to keep the sorting mantra intact as all co-occurrences and
similarities of the merged character must be equal or higher than the values of the two individual
entities. To help the user in navigating in the matrix, the current row, column, and their labels

Character A vs. Character B, co-occurring O times, common context: C%

Character A

list, of, n, common, words

list, of, n, discriminative, words

Character B

Figure 4.5: Illustration of the character cell tooltip. On top, basic information such as the co-occurrence and the overall
similarity of contexts is shown. Below, two lists of the ten most important common (top) and distinct (bottom)
words are shown. At the bottom, the rectangles indicate Plutchik’s basic emotions [185] of each character to
intensity, where low means light, and dark high intensity.

are highlighted in the upper and lower part of the matrix whenever the mouse is moved over
them, as depicted in Figure 4.3a. The corresponding cell on the opposite side of the diagonal is
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highlighted correspondingly, providing an immediate way to compare co-occurrence and similarity
values.

To communicate additional context information concerning the characters, a tooltip showing
additional information about the entities of a hovered cell is displayed, as shown in Figure 4.5.
The tooltip is divided into three parts. On top, the names of the two characters the hovered cell
refers to are shown, together with the number of co-occurrences, as well as the similarity score
of the character-wise word-embeddings. The second area contains further information about
the actual context words, namely the words that are similar and dissimilar from both characters,
ranked according to their word-embedding score. This provides good insight in the typical “word-
wise” surrounding of a character and allows direct insight into the similarities and di�erences for
the current entity pair. Last, the area at the bottom of Figure 4.5 illustrates the Plutchik’s basic
emotions [185] per character, extracted with the emotion lexicons by Mohammad and Turney [67].
We map the pairwise emotions, which are anger, anticipation, disgust, fear, joy, sadness, surprise
and trust, to colored squares. The color is assigned according to the relative intensity, from low
(light gray) to high (dark gray). This display communicates the emotional pro�le of a character, and
allows a direct comparison between both, helping the user to assess the similarity of their emotional
traits.

4.4 Evaluation

In this section, we showcase the initial state of AmbiguityMatrix, and the �nal state after the recog-
nized ambiguities have been resolved. The examples have been conducted by ourselves to keep the re-
sults consistent, as we argue that the whole process depends on world-knowledge which di�ers from
user to user, which would make the results almost impossible to discuss.

Agatha Christie: Death Comes as the End As it is visible in Table 4.5, two of the three NER
packages provide already good results concerning precision, recall, and false positives. It is in
line with this insight that we did not �nd more than two ambiguous references to entities using
the Stanford NER data, as well as the data from the rule-based named entity recognition tech-
nique.

George Orwell: 1984 In Figure 4.1, the initial (left) and �nal (right) state of the visualization based
on data generated with the OpenNLP Name Finder is shown.

In general, and backed by the data given in Table 4.5, this book seems to be hard to analyze for
the Stanford NER, as well as the rule-based NER approach. After loading the data from these
two techniques, we saw that no ambiguities were visible for the most frequently occurring 25
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Figure 4.6: Initial view of data from the Stanford NER output. A, B, C, and D are visually outstanding ambiguities that are
candidates to be merged.
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characters. From that, we conclude, that most of the errors are caused by rarely occurring characters,
which is plausible due to the high false positive rate of all NER techniques. Data created by the
OpenNLP Name Finder contained the most resolvable ambiguities in the inspected data (Winston
and Winston Smith, Goldstein and Emmanuel Goldstein). This is unexpected because of high precision
and recall, although we observe a high false positive rate of 78%, which is likely the cause of these
ambiguities.

J. K. Rowling: Harry Po�er and the Sorcerer’s Stone In Figure 4.6, the initial view of Ambigui-
tyMatrix with data created by the Stanford NER is shown. Some local patterns stand out in both
parts of the matrix, as well as some cells that are immediately recognizable to have either a high
co-occurrence or similarity value, indicated by dark blue or red color of the cells. In the �gure,
we highlighted four of the immediately recognizable ambiguities with colored rectangles as fol-
lows: 1. Gray indicates the merger of Harry and Harry Potter, the co-occurrence as well as the
similarity cell indicate high overlap of these two entities (A); 2. The ambiguity of Hermione and
Hermione Granger stands out in the similarity part of the matrix, where it is indicated with an
orange rectangle (B); 3. The consolidation of Petunia and Aunt Petunia is indicated with black ( C);
4. Another case where the salutation is part of the consolidation and therefore resolves the ambigu-
ity between Vernon and Uncle Vernon in the analysis results is highlighted with green rectangles
(D).

Because of the similar performance of the other named entity recognition tools, their �ndings
are also similar. Although, some details di�er, for example, the OpenNLP-based results do not
suggest to merge Harry and Potter. The rule-based system seems to be stronger with entities
containing salutations. In our experiment, the visualization based on rule-based NER data was
the only one that prompted to consider Dumbledore and Professor Dumbledore as a single en-
tity.

Stephen King: Doctor Sleep In the last example, we applied AmbiguityMatrix on the horror novel
Doctor Sleep by Stephen King.

The initial and �nal state, created with data generated by the rule-based NER, is depicted in Figure 4.4.
We found a number of clear ambiguities, such as orAbra andAbra Stone, that are shown in Figure 4.4b.
Noteworthy is that in contrast to the other candidates we found some examples where the similarity,
as well as the co-occurrence, do not correspond towards merging characters, such as it is the case for
Dan and Danny. While the co-occurrence is pointing in the direction of a candidate of ambiguities to
merge, the similarity does not stand out. This is one of the cases, where human knowledge is required
to make sure that the two candidates are merged for a good reason.
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Figure 4.7: Final view of data from the Stanford NER that started with 25 entities in Figure 4.6. This view has 18 entities left.
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An interesting observation made during the ambiguity resolution process is that with the merger and
immediate display of the results transitive ambiguities, and their possible consolidation get visible.
In the example of the Harry Potter novel, after merging Harry and Harry Potter, the connection
of the newly merged entity and Potter got visible. This lead to an entity composed out of Harry,
Harry Potter, and Potter. A similar observation can be made with Hermione, Hermione Granger, and
Granger.

4.5 Summary

In addition to what has been showed in this chapter, iterations with adapted NER models or rule-sets
are also possible, for example by displaying more than one visualization in juxtaposed views. This
comparison also has the potential to allow the visual examination of the model evolution. Matrix-
based visualizations are speci�cally powerful for depicting visual patterns. In a small-multiple setting,
the presence and absence of visual patterns caused by the corresponding interactions of the user
can be spotted easily. We are currently experimenting with these user-interface extensions, which
are additionally providing a graphical depiction of analytic provenance, similar to the illustration in
Figure 4.3.

Coming back to the presented use-case of interactive named entity disambiguation, we introduced
our work as a tool to create (post-processing) rules. It is natural to extend our approach feeding
the user interactions back to the named entity recognition process to adopt the corresponding data
analysis techniques. For a rule-based NER, an inference of new rules based on the manually selected
entities is possible. For machine learning-based techniques, a large number of interactions and
examples will be needed to be able to re-train the model or the employed method to incorporate
human feedback. The available models are trained on massive datasets, and a small number of new
examples will have no noticeable impact on the performance. To cope with that problem, techniques
to over-represent the manually selected examples could be employed. For interactive systems, this
can lead to signi�cant processing and waiting times for machine-learning based NER software,
though this problem will not occur for rule-based NER.

While we focus on semantic ambiguities that are grounded in typical errors such as missing salutations
or family names, in some cases we found errors and duplicates caused by punctuation and other
characters, that have not been stripped from the extracted entity. This allows the distinction of four
types of meaningful rules that are possible to generate with AmbiguityMatrix. First, rules based
on ambiguities of entities indicated by co-occurrence in the upper right part of AmbiguityMatrix.
Second, the semantic similarity, as depicted in the lower left part of the matrix visualization. Third,
there are rules which are triggered by both, the co-occurrence and semantic similarity. Fourth,
rules that correct spelling based post-processing. This information could be a good start for future
extensions of the presented analysis and visualization technique.
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The presented approach was designed for the interactive improvement of named entity recognition
but can also serve other purposes, such as interactive model comparisons, which can be done by
showing multiple of the proposed visualization side by side. Enriching the views with linking and
brushing is an e�ective tool for comparisons, in particular of the data represented per column and
row is kept the same for all views. Besides di�erent models and software packages, also di�erent
parameter sets can be compared interactively.

In this work, we concentrated on the entities of type person, while NER software typically assigns
more classes, such as location, company or time. It is of interest to examine whether the proposed
methodology is also applicable to these entity classes, although, we suspect this is not the case. The
character disambiguation of characters (persons) as presented in this work relies heavily on the
type of referral to the characters, because of the language used by the author, see Figure 4.2 for
example. From our experience with the data, this cannot be assumed for other entity classes, such
as locations or company names. Location or companies are commonly addressed by their name. In
consequence, we do not expect to �nd enough variance in the data, so that the idea of exploiting
co-occurrences to point to possible candidates for a merger will work. The semantic similarity based
on word-embeddings should still be useful, as the embedding does not depend on the word it is
created for.

During our experiments, we also found misleading cues. For example, in the Harry Potter novel that
is subject to the evaluation, 4.4, the visual hint was pointing strongly to merge Professor McGonagall
and Professor Dumbledore. The semantic similarity between these two characters is 0.83, in a range
from 0 to 1, while the visualization of co-occurrence was not strongly indicating a possible merging
candidate. While we only rarely observed these problematic cases, they are a hint to add even more
context as presented in Section 4.3.5 to the visualization, for example by presenting relevant text
snippets of entity (co-) occurrences.

In this work, all matrices presented contain at max 25 characters. We did this on purpose, as
experiments with the data showed that books in our collection did not contain more than 25 main
characters, determined by frequent interaction. For this work, there are two di�erent types of
scalability to take into account: data-, and visual scalability. Data-wise, increasing the number of
characters is not an issue, as the employed NER toolkits already generate more than 25 characters.
In a collection of around 1,600 e-books, we found that the majority of books contains between one
and 200 characters (entities of type person), while the number of character co-occurring with others
is much lower, around 120. A study by Ghoniem et al. [133] suggests that even for 100 characters,
the matrix visualization stays interpretable, and will perform better than competing techniques such
as node-link diagrams. Therefore, we argue that the proposed visualization technique meets the
scalability requirements for the presented task of resolving ambiguities in feature sets for a machine
learning application.
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5
Towards Transparent

Predictive Policing

In this chapter, we illustrate how the transparency concept described in Chapter 2 can be applied
in real-world scenarios. More speci�cally, we showcase two points where we provided actionable,
interactive visualization-based visual analytics tools that control or illustrate feature sets and their
context for the application problem of visual analytics. Together with domain experts, we developed
the so-called predictive policing process that structures the application problems in �ve consecutive
steps — plus an evaluation phase — that serve as the application-level foundation of this chapter.
Again, the actual machine learning implementation is not part of this work. Instead, we utilize
its results, similar to the previous chapters, to control a spatial clustering method and provide
insights concerning a changing feature set and hyperparameters. Second, a visual analytics tool
called polimaps has been developed speci�cally for the visualization of the machine learning output
enriched with a user-de�nable set of features. polimaps is the communication facility between
the machine learning system that computes the predictions, analysts that can choose from the
output what �ts best to their current strategy or prior knowledge that has not been included in
the prediction model, and the police forces that utilize the prediction in their daily work routine.
In this chapter, we contribute two concrete and productively used visual analytics systems that
provide transparency on two levels. First, the behavior of a spatial clustering is made observable by
involving the analyst into the hyperparameter selection, con�guration of the feature set and the
adaption of the feature weights Using comparative visualization, the e�ects — so to say, the di�erent
behavior — of the clustering method can be inspected visually. Second, we contribute a visualization
system that enables analysts to enrich machine learning outputs with feature sets they can choose
on their own, implementing the concept of visualization and reasoning with the interactive visual
interface.
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Note: All pictures shown in this chapter serve illustrational purposes only. The displayed spatial data
has been generated based on population density, if not stated otherwise. All other depicted information
serves illustrative purposes only. Utilized map tiles © OpenStreetMap contributors, satellite images
© Esri.

5.1 Challenges and Tasks

Recently, predictive policing has gained much attention. The bene�ts of methods labeled as predictive
policing make their deployment and application in real-world scenarios very attractive for law
enforcement agencies (LEAs). According to Perry et al., there are four di�erent categories of
methods in the area of predictive policing [70], which are:

• Methods to predict crimes. This is the most obvious category of methods and a very funda-
mental category. Typically, they concentrate on predicting the spatial location and time of
o�enses.

• Methods to predict o�enders. Techniques of this category try to identify individuals with a
risk of committing an o�ense in the future.

• Methods to predict the identities of perpetrators. This category conveys methods to
identify characteristics to match o�enders that committed crimes in the past.

• Methods to predict victims of crimes. Includes techniques to identify individuals or groups
of individuals that are likely to become victims of crimes.

On the organizational side, there are a number of potential bene�ts, for example, a better allocation of
existing personnel which can lead to increased cost-e�ectiveness of the police force.

In the following, all methods and techniques refer to the �rst category and contribute to forecasts of
spatial locations and the time of o�enses1.

Police forces all over the world are using databases to store information about o�enses, e.g., the
date and time of the incident, the location, and various other metadata that typically depends on
the type of crime. These vast amounts of data are used primarily for spatiotemporal analysis, for
example, to identify trends or hotspots [94, 38].

Besides standard data analysis tasks that refer to the past, predictive modeling and in consequence
predictive policing is gaining more and more attention [86, 50], as it promises to anticipate o�enses
or (new) crime hotspots appearing in the future [70].

1No individual data is involved.
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Consequently, strategic decisions based on predictive policing methods are designated to lead to
better resource allocation, and ultimately to a reduction of crime. Even though that there are
commercial applications available [2, 9], positive e�ects of their application have not been proven
yet [46, 39, 30]. A major problem of evaluating predictive policing is that in general there are
spatial and temporal correlations of the criminal incidents and the deployment of predictive policing
methods. These correlations are caused by e�ects such as sparse or incomplete data, global in�uences
such as weather, huge events or other external in�uences that are hard to include in the pool of
data utilized for a quantitative evaluation. There is no objective indicator of the e�ectiveness of
predictive policing, as a clear and de�nitive causal relationship has to be identi�ed �rst, which
has not been done convincingly yet. Although, the expected bene�ts make the development and
implementation of such systems attractive to police forces.

What we present in this chapter is part of a predictive policing pilot study of a German law
enforcement agency on state level. Analytically, the goal of the study was to develop and deploy a
method to predict the risk of a speci�c o�ense (domestic burglary) for a set of prede�ned geographical
regions, the so-called prediction areas. The prediction models are created with state of the art data
mining methods by the LEA’s analysts, as another goal was to understand the technical and analytical
background of the procedures that constitute predictive policing implementations. This approach
in line with the solutions presented in the previous chapters, as they also include a black box-like
machine learning back-end, as motivated in Section 1.1.1.

The process that builds a predictive policing solution is typically depicted as the “Prediction-Led
Policing Business Process” by Perry et al. [70]. The authors build and document a predictive policing
cycle as well as the interplay of elements that are part of an actual implementation. Unfortunately,
details about a concrete implementation are missing, which is usually the case in the literature that
documents similar approaches, and builds the foundation for a good quality measure. Therefore, we
propose the predictive policing process, as shown in Figure 5.1, to bridge this methodological gap. Di-
vided into six di�erent steps, the proposed schema is motivated from a practical view on the problem
of predictive policing, although deviations, and possibly more detailed variations, are conceivable.
Still, the overall structure of the process should be preserved and enriched with techniques from the
visualization domain. Also, in the light of real-world applications and the deployment tools such as
polimaps, that will be introduced later in this chapter, a dedicated feedback cycle for continuous
evaluation and feedback by di�erent user groups is included.

In the following, we introduce the predictive policing process, which provides a generic plat-
form for similar experiments or applications, not only concerning visualization. The process has
been developed in close collaboration with the domain experts from the LEA and is a simpli�ed,
task-oriented view of the application problem. Each of the proposed steps is a challenge for trans-
parency in itself, a combination of them is even more challenging, as also the target user groups
change.
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Figure 5.1: Predictive Policing Process. Steps illustrated in color, 1 , 4 and 5 pro�t from visualization in various ways.
Steps 2 and 3 are the points to develop and apply methods from visual analytics or aspects of human-centered
machine learning. The steps 4 and 5 are executed by local police forces and therefore include the targeted end
users. 6 sketches an ideal, ongoing parallel evaluation and feedback process that refers to all steps of the process.

The primary goal of the predictive policing process is to structure the contained tasks and methods
of data wrangling, machine learning/statistics, and visualization, for a clear understanding of the
parts of a predictive policing implementation. In the following, we outline the di�erent tasks and
give connections to our work.

Step 1: Data selection, Collection, and Preparation. The subject of this step is the selection
of the utilized datasets, identify and exploit reliable sources for these datasets, and develop a data
preparation process, if needed. Almost any geospatial visualization can help to visually identify
correlations, e.g., by overlaying data from police databases that indicate o�enses on the map with
other datasets from di�erent sources. Naturally, it is also possible to inspect the e�ects of the data
preparation with a visualization of the datasets before and after the data is processed, for example,
geographic coding of addresses or point of interests that come without spatial coordinates. Of
particular interest is the spatial and temporal relationship in the data as the spatial and temporal
prediction of the goal of the application problem. At this stage, police data, e.g., from the police
databases, as well as non-police data, such as weather, properties of residential areas, or the distance
to the nearest motorway, can be combined to form a single dataset. Therefore, it is crucial that all of
the potential datasets that are combined exhibit a spatial reference. A dataset that is suitable for
automated methods such as machine learning will be the output of this stage. There is a variety of
di�erent concepts and techniques to choose from that have di�erent requirements concerning the
data. For example, there are possibilities to include data that describes what is commonly called
Near Repeat [101], or more scienti�cally grounded ideas. Although the concepts and theories are
di�erent in their fundamental assumptions, they exhibit some commonalities, e.g., they do not rely
on data of individuals, most of them focus on domestic burglaries, and data-wise, historical data
from the o�ense type to predict is utilized for modeling.
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Step 2 and Step 3: Predictive Modeling and Computation. This step can be subsumed under
the terms statistics, or machine learning, and is the core of any predictive policing implementation.
In this two steps, the actual model is created (Step 2) and applied to compute predictions in space
and time (Step 3). As prediction models are the methodological core of any predictive policing
implementation, they can bene�t most from augmenting methods, such as human-centered machine
learning [20]. Reason for that is that there exists no model of criminal incidents that is exhaustive
and su�ciently accurate to be useful to a practical extent. Therefore, the incorporation of expert
knowledge to select appropriate models or model parameters is essential in the modeling phase.
Using the historical data from the previous step, a model is trained. The goal is to be able to
model the spatial and temporal occurrences of o�enses with the highest precision, which in turn
makes a validation phase an integral part of the modeling phase. Potentially, machine learning
techniques based on regression [32], decision/classi�cation trees (e.g., CHAID [184]) or arti�cial
neural networks [130] could be used to model spatial and temporal occurrences of criminal o�enses.
During computation of the forecast, the model created in the previous step is applied to compute
the probability that an o�ense happens in a corresponding geographic area (prediction area). The
result from the prediction computation are risk-scores assigned to the prediction areas, that indicate
a higher risk of the modeled o�ense compared to other areas.

Step 4: Prediction Visualization. Supporting this step is the core of any visualization system
that should be used in the context of predictive policing, although the visualization techniques
depend on the actual model and prediction subject. Prediction results, in our case the predicted risk
scores, could be visualized together with the corresponding prediction area. As it is subject to our
work, adding visualizations with data from the past helps to create a visual context of a prediction
for plausibility checks, or further model adjustments. The prediction visualization comprises an
adequate visualization of the output of the previous step to be able to deploy the prediction to
operative police forces.

Step 5: Prediction Deployment. Visualization systems that support predictive policing should be
able to export views, for example to an image, for further use. The exported views could be used
as a handout for personnel working on the streets, but also to visually document the prediction
of a speci�c model. Additionally, if possible, a tool supporting this step could be the method for
prediction deployment itself, for example on personal devices of police o�cers. A question coming
up at this stage is whether the prediction visualization should be distributed in a digital or non-digital
form. The �rst possibility can be utilized for the interactive visualization, e.g., with common GIS
tools, while the latter refers to a suitable distribution on paper.

Step 6: Evaluation. In an ideal world, the evaluation phase spans all of the di�erent steps of
the predictive policing process. For each of the steps, di�erent evaluation methods and quality
criteria can be formulated. For example, during the �rst step Data Preparation, possible quality
measures could include a quanti�cation of the completeness of the datasets as a general idea of
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quality, or some precision indicator for the included spatial coordinates. Second, from the domain
of machine learning, a number of quality measures exist to specify the quality of such models, e.g.,
a training and test/validation methodology that produces accuracy or precision measures. The same
applies to the Prediction Computation phase. In the last two steps, the Prediction Visualization and
Prediction Deployment/Action phases, the quality is much harder to assess, as we will outline in
Section 5.4.3.

5.1.1 User and Task-based Transparency

Our work targets two di�erent users groups. First, the analysts from the LEA on state-level, and
second the �eld personnel from local police departments. Both of these groups di�er fundamentally
in their tasks.

The LEA analysts are responsible for the methodological and technical parts of the predictive
policing process. They are in charge of the selection of potential datasets, as well as the creation of a
uni�ed data foundation for the machine learning process (Figure 5.1 1). Additionally, the predictive
modeling, as well as the forecast computation, is part of their involvement, which comprises Steps
2 and Step 3 from Figure 5.1, and results in a number of prediction areas with associated risk
scores.

The personnel from local police departments act as the executive force and bring the predictions into
action. Fundamental for their work is the involvement in the methodological forecast generation,
as they can adjust the prediction area selection, e.g., based on local strategies or knowledge from
general police work — to accomplish this task, a visual interface is required (Figure 5.1 4). Finally,
the deployment of the prediction to the police o�ers, as well as any coordinated actions based on
the forecast, are also part of the local police force personnel.

Based on this user groups and task allocation, the following high-level task assignment, based on the
predictive policing process, to the user groups have been created:

Based on this task assignment, the following potential methods to provide transparency, or observ-
able behavior are possible.

1.1–1.3: Transparent Data Selection, Data Collection, and Data Preparation. Given the fact
that in machine learning work�ows, data is an essential input for model training and therefore the
fundamental generalization process, the data input itself can be provided directly for immediate
transparency. Additionally, metadata such as the date of collection, any preprocessing steps as well as
their concrete parameters could be interesting on a methodological level. Although, having a number
of di�erent data sources, follow up issues for transparency arise, e.g., the reasons for their selection.
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Task User Group

1.1 Data Selection LEA Analysts
1.2 Data Collection LEA Analysts
1.1 Data Preparation LEA Analysts

2 Predictive Modeling LEA Analysts

3 Prediction Computation LEA Analysts

4.1 Prediction Visualization LEA Analysts, Local Police Forces
4.2 Prediction Area Selection Local Police Forces

5 Prediction Deployment Local Police Forces

6 Evaluation LEA Analysts, Local Police Forces

Table 5.1: High-level task and user groups assignments, based on the proposed predictive policing process.

In this project, the motivation for selecting the datasets was coming mostly from a theoretical back-
ground that has been created to �t the o�ense type to forecast [17], the provenance documentation
of the data utilized is done by a data management back-end.

2: Transparent Predictive Modeling. At this stage, the most crucial source of transparency is
the predictive model itself as well as its hyperparameters (see Section 2.2). Fundamental di�erences
in the actual suitability of models with regards to the idea of observable behavior exist. For example,
it is clear that a naïve Bayes classi�er is inherently better suited to communicate its decisions and
outcomes, in contrast to a neural network-based technique with a number of hidden layers and
potentially complex activation functions. In this project, primarily for reasons of transparency, a
decision tree is used to do the predictive modeling. Such techniques are predestinated for transparent
machine learning, as similar to the naïve Bayes classi�er, they are building up the �nal model based
on data features and decisions that can be followed easily. Besides the technique to compute
predictions and the data input, a spatial reference, previously introduced as prediction areas are
required. For a transparent process, it is crucial to be able to explain the prediction areas in some
way. While an initial set of prediction areas by a vendor of the data was available, we designed
a visual analytics tool that supports the LEA analysts in creating the prediction areas based on a
con�gurable feature set. Therefore, the prediction area origin is documented by the hyperparameters
of the corresponding method, see Section 5.2.

3: Transparent Prediction Computation. The actual process of prediction computation and its
exhibited degree of transparency is depending almost entirely on the employed machine learning
methodology. As argued before, the transparency of deep learning-based methods is still an open
research topic, techniques such as the employed decision trees provide an unmatched degree of
transparency during prediction computation. For each risk score assignment, the decision tree
can be followed from the root node to the �nal leaf-node, while each of the nodes in-between is a
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combination of a feature and therefore represents an observable and interpretable decision criterion.
Finally, decision trees are transparent by de�nition and can be visualized and inspected with the
corresponding modeling tools.

4,5: Prediction Visualization and Prediction Area Selection. Here, we leave the transparency
idea as coined in Chapter 2, as the prediction visualization is not including any information from
the machine learning technique as it is used in the previous task. In contrast, we try to make the
behavior of the prediction creation observable by taking most of the features that contribute to the
prediction model and visualize it together with the prediction areas using their spatial reference.
This approach may not be contributing to methodical transparency, but it allows the analyst on
state-level, as the local police forces to set the prediction outcome in the context of the utilized
datasets, which facilitates an understanding of the prediction. On a fundamental level, the idea is to
enable analysts to interactively explore the correlation of the features that build up the prediction
model, and its outcome using an explorative interface. Also, the visual context of a prediction can be
created by entirely di�erent datasets, e.g., data that depicts other o�ense types, which contributes
to the second task: the prediction area selection.

6: Transparent EvaluationAs there is until today no convincing evaluation of a predictive policing
system, doing a transparent — or observable — evaluation poses a challenge. The reasons for that
are manifold. Most prominently, the details of the commercial predictive policing systems are a
company secret and are kept con�dential. Exposing the behavior of the predictive policing system
in a thorough evaluation would expose those secrets, as an evaluation of the methodological level is
an essential building block. Similar, such an open evaluation that is comprehensible would open
strategic information from the police forces, e.g., details and information from the police databases
that are not shared with the public not to give interested parties insights in concrete police work.
On the academic level, most of the studies about predictive policing are �awed, either by design, by
the data involved or do not care enough about the dynamic nature of o�enses in space, time and the
social and economic in�uences.

In the following, we elaborate on work in the area of prediction visualization and prediction area
selection — predictive policing process, step 4 and step 5 — as well as a mix of Step 1 and Step 2 that
constitutes the transparent computation of prediction areas.

5.2 Transparent Prediction Areas

In commercial predictive policing systems, mostly from the US, predictive policing systems typically
utilize regular prediction boxes [8, 35], e.g., with a cell size of 150m×150m. While this seems
appropriate for the US, where a block is an essential element in urban planning, there are good
reasons to compute potentially non-regular prediction areas. For example, in Europe urban areas are
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mostly formed by some growth processes over decades and have not been planned block by block.
Also, the custom computation of prediction areas allows for further constraints, e.g., a homogeneous
distribution of households, a restriction of the minimal and maximal number of buildings in a
prediction area, the exclusion of purely industrial areas, or similar that could be dependent on the
o�ense type.

Machine Learning Predictions

Risk

Input Data

Prediction Areas

Figure 5.2: Schematic of the predictive policing application problem, illustrating the input and outputs of the process.

As argued, the prediction areas are a crucial part of the machine learning technique as they represent
the spatial reference of the data, and are a main element of the machine learning problem, as
illustrated in Figure 5.2.

As a number of clustering methods are available that produce geographic partitions that can be used
as prediction areas, e.g., k-means [182], CLARANS/SDCLARANS [174], DENCLUE [143], and other
clustering algorithms such as DBSCAN [167] that can be utilized with spatial distance metrics, and
derivative versions of those techniques. To compute the prediction areas, a commercial, dataset with
socioeconomic data from the areas where the predictions should be computed has been available
that is outlined in Table 5.2. The dataset exposes four di�erent hierarchy levels, from single houses to
municipalities, and provides di�erent attributes per hierarchy level.

Name Reference Features Examples

Level 0 Municipality area 104 population
Level 1 Residential Quarter area 361 purchasing power, number of house-

holds
Level 2 Road Section point 121 distance to train station, primary use

of buildings
Level 3 Building point 112 number of households, year of con-

struction

Table 5.2: An overview of the hierarchical socioeconomic dataset that is used to compute prediction areas.
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5 Towards Transparent Predictive Policing

While there is, at Level 1, already an area-based spatial reference available, its origin is unclear, and
must not coincide with any social or demographic attributes that �t the o�ense type. This motivates
a visual analytics approach that allows the interactive manipulation of the feature set used to cluster.
The tool is tailored to the analysts on state-level and involves them directly in the computation
of the spatial references for the prediction algorithm. Therefore, we argue the prediction areas
have been created transparently, as the feature set, feature weights, and hyperparameters of the
spatial clustering can be interactively modi�ed, re-run, and compared in a simple geographic view.
Additionally, the tool supports an ad-hoc analysis of cluster borders to check if the hyperparameters
and the selected feature set can discriminate the sociodemographic data as required by the state-level
analysts.

Clustering VisualizationAutomated
Postprocessing

Interactive
PostprocessingParameterization

Feedback Loop

Figure 5.3: Clustering Work�ow, from the parameterization of the clustering algorithm over interactive visualization to the
generation of the prediction areas and the corresponding features. To adapt the clustering, a feedback loop from
the visualization part exists that feeds back to the parameterization.

The solution for the generation of transparent prediction areas has six di�erent parts, as shown in Fig-
ure 5.3, which are part of an interactive, visualization-based prototype.

5.2.1 Spatial Clustering

A number of possible techniques to partition data points that refer to a building exist. Therefore,
before implementing the �nal clustering solution, we executed an iterative and user-driven feed-
back process to explore faults and artifacts generated by common clustering techniques such as
DBSCAN [167]. For the feedback process, many di�erent clusterings have been produced, and the
state-level LEA experts conducted an ad-hoc evaluation of the results. The feature sets, as well as
the parameter settings for the clusterings that were subject for evaluation, have been created in
conjunction with the LEA experts. Methodically, the clustering is divided into three phases. In the
�rst phase, the data is �attened into a tabular representation on Level 3 (buildings, see Table 5.2).
All features from the parent levels that are part of the feature set are copied to the corresponding
building so that all data from the road section of the building, the residential quarter and the mu-
nicipality can be utilized without the need for hierarchical processing of the data. After the data
has been �attened into a non-hierarchical structure, the data matrix is extended by two columns:
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5.2 Transparent Prediction Areas

a latitude and the longitude of the corresponding building, so that also the spatial reference is
included in the data matrix. Afterward, the matrix is indexed with a metric tree [123] that supports
e�cient geospatial neighbor queries on the building coordinates, as well as a classic R* index [71] to
support e�cient point to area queries. After the data structure has been initialized, a two-phase
clustering approach is executed. First, a k-means clustering extended with least squares quantization
by Lloyd [182] is performed, to create an initial, complete partition of the spatial area the data points
span. k is initialized with the desired numbers of prediction areas, which correspond to the found
clusters. In this initial clustering, attributes except for the location of the data points are not part of
the utilized distance metric, which uses a Haversine formula-based approach to compute fast, but
approximative spatial distances. Afterward, an OPTICS Xi-based density clustering [157] is executed
to further separate dense regions and re�ne the initial cluster result. It operates on all features from
the feature set that are not referring to the location of the data points, the utilized feature set and
the corresponding weights have to be set by the analyst, see Figure 5.4 for the user interface. The
parametersminPoints can be set in the clustering combination as the minimal size of clusters, ϵ is a
generic con�guration parameter referring to the density of the produced clusters, which also serves
as the primary tool when creating di�erent clusterings of the same geographic region. The Xi is set
via a simple, inverse heuristics of the lowest density of the smallest �ve percent of the generated
cluster. This heuristic has been approved in a series of experiments that focused on clusters in areas
with homogeneous building structures, as well as border regions that are, compared to inner areas
of cities, sparse regarding the number of contained buildings.

Figure 5.4: Feature controls for the clustering con�guration. Each feature is represented by separate controls that allow to
quickly include or exclude them (checkbox on the left), shows some information about the feature and includes
the colored bar that indicates the feature weight on the right. The number is referring to a relative weight between
1 and 100 and is shown for reference of the analyst only; the background colormaps the same value on a range
from light blue to dark blue.

Compared to an ordinary DBSCAN clustering, this approach has two signi�cant advantages: �rst,
the k-means clustering produces a complete partitioning of the data space, so no noise is created
by the �rst cluster method. Second, Optics Xi generates clusters with a varying degree of data
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5 Towards Transparent Predictive Policing

point density, in particular, it produces better cluster in areas that are of a varying density, e.g.,
border regions of cities, or mixed regions with residential and industrial developments. Finally,
the two cluster results are merged, so that the k-means clustering is re�ned in dense areas, as a
con�guration parameter allows to set a maximal size of buildings in a cluster. Wherever possible,
clusters that have fewer than the required number of buildings are merged with neighboring
areas.

To cluster a metropolitan area containing around 35,500 buildings, a standard workstation2 requires
between two and six minutes. Although, the actual runtime depends heavily on the actual con-
�guration. Still, the performance proved to be suitable for the envisioned approach of computing
di�erent results to determine suitable parameters and �nally produce a usable set of prediction
areas.

5.2.2 Cluster Visualization

To provide insights into the behavior of the clustering algorithm, we visualize its outputs. As each of
the computed clusters is composed out of a number of points, each of the points is visualized on the
corresponding spatial location of the building, as each point represents a building from the clustered
dataset, see Figure 5.5a. During cluster computation, each record is assigned a cluster id, which can
be used to identify the members of a cluster, as illustrated.

When a speci�c clustering is selected, the points are �lled with a color according to the cluster id, see
Figure 5.5b and Figure 5.5c. The colors are assigned in a two-step process. First, the cluster color is
chosen by utilizing the color cone of the HSB color space. Given n clusters to visualize, each cluster
is assigned an angle α on the hue dimension of the cone as α = 360/n, which generates distinctive
colors for all clusters. To make sure that neighboring clusters have a distinctive color mapping, the
clusters are ordered to maximize their pairwise distances before the colors are assigned. For the
evaluation of the clusters, this simple visual mapping is already suitable and has approved to be
useful to the state-level analysts. For example, Figure 5.5c illustrates the setting when the cluster
borders are inspected visually. It can be seen that a residential area has been separated into di�erent
parts, although, from the satellite images, no di�erence is apparent. Based on the assumption
that di�erences in the building style and their surrounding also indicate di�erent socio-economic
population which, in turn, indicates that the corresponding prediction area should not be separated,
this could be the reason to modify the clustering parameters, e.g., by reducing the number of desired
clusters, and re-run the spatial clustering.

Figure 5.5d illustrates how the convex cluster hulls are visualized. The analyst can choose between
concave [78] and convex [166] cluster hulls, depending on the cluster shape. Initially, the system

2Intel Core i7 3770 3.4 GHz, 16 GB main memory, SSD drive
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5.2 Transparent Prediction Areas

(a) Data view, each circle represents a building. (b) Clustering view, color indicates cluster membership.

(c) Cluster details with satellite imagery. (d) Cluster hull visualization.

(e) Cluster hull in edit-mode.

Figure 5.5: Visualizations of the data and clusters. 77
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determines a suitable hull type for a random �ve percent sample of clusters, that can be changed
manually later. Also, the hull computations can be subject to a separate simpli�cation or bu�ering
stage, so that the resulting hulls have a more appealing shape, as they could be part of printouts and
visualizations.

5.2.3 Cluster Postprocessing

Because of parameter settings, the clustering result may produce clusters that span a river, a
large street, or parts of two distinctive residential areas. As the clustering algorithm includes no
restrictions and purely relies on the given con�guration, such constraints regarding spatial features
that are not allowed to be part of a prediction area, or act as a cutting element are part of a separate,
automated postprocessing stage, see Figure 5.3 in the middle. The postprocessing supports two kinds
of operations. First: splits. Splits are executed for large spatial features, e.g., rivers or big streets,
that should not be spanned by a prediction area. Second: wherever a prediction area overlaps lakes,
rivers, or similar spatial regions, the overlap is removed from the prediction area. The overlapping
areas are artifacts from the hull computation; therefore this step is necessary to produce a clean
set of prediction areas. For both of the automated cluster postprocessing steps, data from the
OpenStreetMap is used, as it is available via the OverPass API3.

While the described postprocessing happens directly after the clusters have been computed, interac-
tive postprocessing is available that tightly integrates with the cluster visualization as illustrated in
Figure 5.6.

(a) Unclear separation between blue,
yellow and the cyan cluster.

(b) Interactive editing of the transpar-
ent cluster hull.

(c) After editing, the white points will
be part of the cyan cluster.

Figure 5.6: Interactive cluster editing.

When the analyst �nds areas where the cluster separation is not su�cient, e.g., a residential area is
separated into three di�erent parts, as shown in Figure 5.6a, interactive postprocessing can be applied

3OverPass API: https://wiki.openstreetmap.org/wiki/Overpass_API
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5.2 Transparent Prediction Areas

to resolve such issues. Using the cluster hull which can be modi�ed, the cluster separation can be
resolved by clicking on the cluster hulls. Each point contributing to the hull can be interactively
modi�ed, and the hull is updated and correspondingly visualized together with the interaction. At the
same time, the opacity of the hull is reduced so that underlying structures and data points are visible
while the changes are made, as it is illustrated in Figure 5.6b. Finally, when the editing is committed
by de-selecting the changed cluster hull, the cluster memberships of the points are recomputed and
visualized accordingly. In Figure 5.6c, for illustration of the changed memberships the points with
changed cluster membership are shown in white. In the application, they are assigned the same
color as the cluster, cyan in the illustrational case in Figure 5.6.

5.2.4 Prediction Area Generation

After the clustering work�ow as depicted in Figure 5.3 has been executed, the corresponding
prediction areas can be exported. The export includes the cluster shapes, as well as the cluster
memberships for each data record that can be identi�ed with a unique id. Generating only the
actual spatial prediction areas is not enough. The following machine learning application relies on
a dataset, as shown in Table 5.2, which exhibits a hierarchical nature. While the building (level 3)
and road section (level 2) data can be just copied accordingly, the residential quarters (level 3) have
changed most de�nitely, as they are the target of the prediction area computation. In consequence,
all data in the dataset on level 3 corresponds to the original residential areas, and not the newly
computed ones. Therefore, we tested a number of interpolation methods that map the data to the
new prediction areas that resemble the previous residential areas in their structure. In a number of
experiments we found, that standard spatial interpolation methods that refer to point data are hard
to translate, and also hard to apply to the area-based numeric values that have to be interpolated. In
particular, the data interpolation problem is not comparable to the standard, spatial interpolation
of point values, as in this case it is about distributing existing data that refers to an area to new
spatial distributions. We ended up using a mean interpolation method, where each numeric value
from a previous residential area a is weighted with ϕ = |a |/|a′ | where a′ denotes the new predictive
area and a and a′ have a non-empty overlap. Finally, the interpolated data and the new prediction
areas can be saved on disk, so that the machine learning process that assigns risk scores for the
prediction areas can access both, the newly computed spatial partition as well as the corresponding
data values.

5.2.5 Feedback Loop and Result Comparison

The clustering tool supports a feedback loop that can be used to adapt the clustering con�guration,
e.g., the desired number of clusters, the minimal and maximal number of buildings in a cluster, as well
as some further hyperparameters that are soft optimization targets. After adaption, the analyst has
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to start the cluster computation manually, as the computations are memory and computation time
expensive. There are two potential starting points for the feedback loop, and in consequence possibly
changed clusterings: �rst, the cluster visualization, and second the interactive postprocessing. There
are not objecti�ed, static criteria that can be formulated and put into the clustering process as
side conditions, which motivates why there is automation of the previously mentioned criteria.
Therefore, both possible entries to the feedback loop rely on expert knowledge of the analyst, and
can be utilized for di�erent reasons, e.g., a large number of homogeneous residential quarters are
divided into smaller areas which should be avoided, or the overall number of prediction areas is too
large or too small.

Figure 5.7: Clustering result switcher controls, organized by date and time of the clustering run. In the list on top, the di�erent
cluster runs are shown of which one can be selected. On the bottom, a summary of the selected prediction areas,
i.e., clustering, is shown.

To enable reasoning about di�erent spatial clusterings and their parameters, the tool provides the
ability to switch the visualization between di�erent clusterings rapidly. After a clustering run
has been completed, the results are stored to the hard disk and can be loaded with a single click
via the list on top of the UI shown in Figure 5.7. The visual mapping, as described before, allows
the quick visual inspection of changes on an overview level, as well as detailed inspection on the
building level, for example, to clarify changes in the cluster borders. While switching between
di�erent clusterings, the views are staying in their current settings to enable analysts to make quick
visual comparisons or continue an exploration process at the same position with di�erent clustering
results.
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5.2.6 Summary

The clustering tool supports the transparent generation of prediction areas for the predictive policing
application. Transparency is achieved by involving the analyst in the parameter selection for the
spatial clustering, and extensive visual inspection and adjustment functionality with interactive
visualizations. It is also possible to compare di�erent clusterings (sets of prediction areas) with each
other visually, and therefore try to reach a con�guration of the spatial clustering that produces a
suitable and appropriate spatial partition. During the predictive policing study, it has been shown
that the resulting prediction areas have a more homogeneous structure than the residential quarters
that are part of the original dataset, which is regarded as useful for the application problem, and
potentially bene�cial for the performance of the machine learning method that assigns risk scores
to the prediction areas.

5.3 Visual Analytics for Feature-based Transparency

Part of our e�orts to achieve transparency in the pilot study relies on the visualization of the
prediction that is realized as a risk score per prediction area, in context with other data. The method
of choice was an interactive, visualization-based tool that is called polimaps. polimaps follows
what Keim et al. designated as the basic idea of visual analytics, namely it “visually represent[s]
the information, allowing the human to directly interact with the information, to gain insight, to
draw conclusions, and to ultimately make better decisions” [107]. The insight and conclusions are in
the context of the predictive policing application tailored to the interactive selection of prediction
areas by local police forces, which has two bene�ts. First, it forces the local analyst to inspect the
predictions and to work with the machine learning output, instead of just accepting something the
state-level authorities create. Second, it allows the incorporation of local knowledge in the prediction
provisioning that naturally does not exist on the state level, e.g., about usual hotspots or areas that
are part of a local, o�ense-speci�c crime prevention strategy.

In subsequent discussions with analysts from the LEA, we identi�ed two fundamental tasks that
polimaps is required to support.

Prediction Visualization & Prediction Area Selection. The primary goal of polimaps is to allow
analysts to inspect the prediction outcomes visually. To do so, we map the risk scores onto the �ll of
the related prediction area with a set of sequential colormaps [142] the analyst can choose from. The
result is a classic choropleth map indicating the predicted risk over the set of all prediction areas. The
lowest layer that is the foundation for all visualizations in polimaps is �xed to a map visualization
that, by default, displays OpenStreetMap tiles [16], and is capable of o�ine tile rendering. Users
are free to choose a virtually unlimited number of layers on top of the map and to combine them
arbitrarily. This task refers to Step 4 of the predictive policing process (Figure 5.1). The prediction
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5 Towards Transparent Predictive Policing

visualization is interactive. Each polygon in the choropleth map (prediction area) can be removed or
restored from the visualization with a single click. This task is part of supporting Step 4 and Step 5
of the predictive policing process (Figure 5.1).

Visualization of Prediction Context. The creation of the context for a prediction is supported
by two di�erent visualization techniques. First, the visualization of spatial primitives, and second
heat maps. The visualization of spatial primitives, such as points, rectangles or lines, supports
custom �lls, strokes, and some other parameters, e.g., custom labels of the primitives, contributing
to their appearance (see Figure 5.8 E). The heat map, based on kernel density estimation [181], is
capable of showing point densities or the aggregated value of an attribute and can be normalized
with any data value that is available in the dataset. Therefore, polimaps is capable of contrasting
a prediction visualization with a classic hotspot map [102] (see Figure 5.8 E). Besides hotspot
mapping, the heat maps can also be used to visualize information such as the population density
or average household income as available from commercial data providers. This task refers to
Step 4 of the predictive policing process (Figure 5.1), but also �ts the deployment scenario in
Step 5.

Concerning usability, an important goal was to keep polimaps task speci�c and not become too broad
regarding the program features and the user interface. This goal made sure that both user groups,
the analysts from the LEA on state-level, as well as local police forces, can work with polimaps.
The user-centered design approach of polimaps was ensured by involving police o�cers and data
analysts with di�erent backgrounds in the collaboration, and followed the process proposed by
Sedlmair et al. [80]. The precondition and core stages were driven by mutual on-site visits and
subsequent discussions, sketching ideas and fast feedback rounds with the domain experts. To
de�ne the capabilities of polimaps, we started to identify the desired visualization techniques and
must-have features, such as prediction area visualization or hotspot maps for di�erent data sources,
in a half day workshop. Technical details and the actual implementation were worked on o�-site,
typically in two to three-month cycles. The �rst, usable version of polimaps was available after
three months and was subsequently extended and tested in the target environment by the analysts
from the LEA. To support the feedback process, we established a build environment that produced
over ten months 46 stand-alone, runnable distributions of polimaps that were subsequently shared
with our collaboration partners.

polimaps contains features from classical geographic information systems, in particular, the visualiza-
tion of geospatial primitives such as points, lines or multipolygons. Therefore, the main window of
the application, as shown in Figure 5.8, resembles such tools, such as QGIS4 or uDig5. The main win-
dow is divided into two parts. A sidebar on the left, Figure 5.8 A and B, and a visualization canvas that
displays data and contains a number of overlays, Figure 5.8 C D E F.

4previously Quantum GIS, https://www.qgis.org/
5uDig: User-friendly Desktop Internet GIS, http://udig.refractions.net/
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5 Towards Transparent Predictive Policing

5.3.1 Interactive Visualization

In discussions with the end users, it was always clear that there are two primary data dimensions
that the analysts are interested in: space and time. In consequence, the visualization capabilities are
tailored to the spatial dimension of the data; the �lter facilities as described in Section 5.3.2 give
practical support to work with the time dimension as well. Based on discussions with the state-
level LEA analysts, polimaps supports two fundamentally di�erent kinds of visualizations: spatial
interpolation of data, and the visualization of spatial primitives.
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Figure 5.9: Detail of o�enses categorized as the�s from buildings in Chicago, 2017.6

The spatial interpolation is based on an optimized implementation of what is known as inverse
distance weighting (IDW), as it can be seen in Figure 5.9. More concrete, we utilize a modi�ed form
of the Shepard interpolation technique [191], which computes the neighboring cells values in a
con�gurable radius around the current cell. By utilizing an additional spatial index structure, the
computational e�ort is logarithmic, and therefore suitable for interactive data exploration. The
data space computation is enhanced with an OpenCL [97] back-end, which is dynamically selected
based on the problem size and the available graphics hardware and its capabilities, respectively.
To support reasoning about derived measures, the density interpolation can be normalized, e.g., it
is possible to visualize the average number of residents per building, while the sociodemographic
data on Level 3, see Table 5.2, only provides the number of buildings or the number of residents.
The normalization can be con�gured via a simple graphical user interface. polimaps provides many
di�erent colormaps to foster the visual interpretation of the data. From a task perspective, the tool
is mostly driven by the localization task [115], that is the analysts are searching for speci�c areas
that are of interest along the spatial distribution of data points that are mapped to the colors in

6Data from https://data.cityofchicago.org/.
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the colormap. A classic rainbow colormap with seven unique colors is available, in addition to two
sequential colormaps that range from black over cyan to white, while one of those emphasizes the
lower half of the data distribution to get a better impression of areas with a comparatively low
spatial density.

The visualization of spatial primitives is used to visualize data from geographic data sources directly
on the map. As illustrated in Figure 5.10, that capability can be of use to create a rich context for other
visualized data, e.g., a density map of o�enses as shown in Figure 5.10.
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(a) Heat map of prostition in western Chicago.
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(b) Context with police stations (red).
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(c) Context with police stations (red) and main streets (white).
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(d) Detail of the two hotspots, overlayed with narcotics-related
o�enses (red).

Figure 5.10: Visual Context of o�enses categorized as prostitution in Chicago, 20177.

On the western part of Figure 5.10, two distinct hotspots can be observed. Datasets that contain
point data can be of use as illustrated in Figure 5.10b, where each red point indicates a police
station in Chicago. The visualization indicates that the two prostitution hotspots appear in no
direct neighborhood of a police station, which can lead to the impression that a certain distance
to police stations is kept on purpose. In Figure 5.10c, the main streets of Chicago are added to
the visualization. It gets apparent that the two hotspots appear along the Dwight D. Eisenhower

7Data from https://data.cityofchicago.org/.
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Expressway, which spikes the hypothesis that the high number of prostitution-related o�enses
(southern hotspot) might be connected with heavy tra�c going by. Finally, to follow a known
correlation of prostitution with narcotics, the spatial primitive visualization capabilities can be
used to add narcotics-related o�enses to the visualization of prostitution hotspots, as shown in
Figure 5.10d. Red points indicate narcotics-related o�enses; their density is mapped to the opacity
of the point, which leads to a higher opacity and a deeper red color in areas where more o�enses are
registered. In the resulting visualization, the correlation between those two types of o�enses can be
acknowledged, as, in the surroundings of the two hotspots, the red points appear more frequently,
and have a high opacity. This resulting visualization has been proven to be useful to build a visual
context and the corresponding reasoning task.

A variant from the visualization of spatial primitives is the dedicated prediction visualization
facility that requires two di�erent data inputs. First, the prediction areas as they have been in-
troduced in Section 5.2, they serve as a spatial reference which is naturally also the primitive
that is visualized. The input comprises of the actual prediction, as it is generated by the ma-
chine learning process that is part of step three of the predictive policing process illustrated in
Figure 5.1.
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Figure 5.11: An example of a choropleth map indicating — for this example randomly — computed risk scores.

The �nal dataset for the prediction visualization is generated by executing a spatial join of both
input datasets, resulting in a complete dataset where each of the prediction areas has another
feature, namely the computed risk score. By default, the score is normalized between 0 and 1,
where 0 indicates no risk, and 1 the highest risk score for an o�ense to happen in the prediction
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period in the corresponding prediction area. The scores are visualized with a choropleth as shown
in Figure 5.11, the risk scores are mapped to a sequential, 9 class colormap [142], e.g., ranging
from white (0.0) to deep blue (1.0). The analyst can choose from a number of other sequential
colormaps, most prominently shades of red from light to dark red. Interaction-wise, the prediction
visualization allows the removal of prediction areas from the visualization, as �nally the deci-
sion about the prediction itself, as well as the deployment is the responsibility of the local police
analyst.

All visualizations support zoom and pan, implemented in the fashion as proposed by Wijk and
Nuij [146] to foster the exploration of the potentially large, spatial information spaces. Besides
zooming and panning, a linked view provides aggregated information of a speci�c selected area, see
Figure 5.12 for example.

A

(a) Chicago city center with o�ense data from 2017 (white).
The gray area A indicates the extent of the current aggre-
gation.

(b) Aggregated information from the selected
area on the map.

Figure 5.12: Illustration of the linked aggregation view that provides details of a selected region from the map-based
visualization8.

Using this on-the-�y aggregation facility, insights about the distribution of feature values, as well
as information about missing values, can be retrieved with a simple click and drag interaction. In
feedback from the domain experts, this was regarded as a highly useful feature. Additionally, a
drill down to the data records is possible, which are presented in a customizable tabular view. The
aggregation view is available on all data visualizations.

8Data from https://data.cityofchicago.org/.
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5.3.2 Context Filtering

As the visualization capabilities are tailored to the visualization of spatial feature properties, a
temporal dimension had to be integrated into polimaps. While this could have been done visually, for
example by using a space-time cube [132], we went for a non-integrated approach to not endanger
the goal of good usability by increasing visual and cognitive complexity. Instead, the temporal
dimension is made explicit by adding a number of corresponding �lter clauses that give access to
di�erent levels of the temporal hierarchy.

Figure 5.13: The initial version of the �lter interface. On the left, the available features from the selected dataset are shown,
on the right �lter expressions in CQL (contextual query language) can be composed.

The integrated �lter back-end can be used with queries in Contextual Query Language (CQL) [68],
which is known to produce human-readable queries and was, therefore, the natural choice for the
query language in general. While we distributed the �rst build of polimaps containing the �lter
back-end with text-based CQL queries, we found that the target groups had di�culties in creating
queries in such a textual query language. Therefore, we started to iterate on the query interface with
the analysts from the state level LEA and found, that the textual query interface had to be replaced
with control elements that are tailored to the speci�c �lter clauses they represent. Additionally, after
discussing the initial �lter facility with the domain experts, we introduced two limitations. First, the
�lter clauses are always concatenated via AND, the OR conjunction is not available anymore. That
reduces the �exibility of �lters to a great extent, but at the same time lowers the complexity and
prevents pitfalls when creating �lter expressions considerably. In the improved �lter interface, each
�lter clause is displayed on its own, as a graphical user interface, and as they are all connected via
AND conjunctions, all clauses that are visible are applied together.

Second, we limited the �lter clauses to a set of seven �lters relevant to the work of data analysts
when exploring o�ense data. The �lters
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(a) Year �lter, with range; �ltering data from the
year 2018.

(b) Month �lter for January and February.

(c) Day of week �lter; here: �ltering for the week-
end.

(d) Hour of day �lter; �ltering for night-time from
20 to 02 o’clock.

(e) Date �lter, with range from June 1 to June 8
2018.

(f) String �lter, �ltering for case sensitive match
of DISORDER.

Figure 5.14: The graphical user interfaces to generate a CQL-based �lter.

89



5 Towards Transparent Predictive Policing

Date and Time
Date speci�c date or date ranges
Year single year and range of years
Month month of year, set of months
Day of Week day of week, set of days
Hour of Day hour of day, set of hours

Feature Value
Number speci�c value or value range, value comparisons
String speci�c string, wildcard, like, starts/ends with

Table 5.3: Overview of the �lter categories and corresponding �lter instances.

Each of the �lter clauses has a dedicated graphical user interface that is tailored to the �lter clause
predicate and the corresponding parameters. In Figure 5.15, an overview of the �lter user interface
is shown. Each �lter has a dedicated on/o� switch that allows inspecting the impact of a �lter clause
with a single click. Additionally, each �lter can be inverted, which inverts the �lter clause and
matches all the other data instances when enabled. To communicate that a �lter clause is inverted,
the invert toggle is not only shown as selected but also highlighted with a red background. Finally, on
each of the potentially consecutive �lter clauses, a data inspection right after the �lter clause has been
applied is possible, as each �lter control provides a dedicated button to open a tabular data view that
shows data instances directly after the �lter clause has been applied.

Filter Clause Title

Feature to filter on

Filter Controls

on/off switch invert toggle
view data

delete filter

Filter Selectivity Bar

Figure 5.15: Illustration of the graphical user interface of �lters. The �lter controls area in the middle contains the clause-
dependent controls, while the decorations and buttons are the same for all �lters.

This enables the inspection of the impact of single �lter clauses when a cascade of �lter clauses
is con�gured and enabled. Finally, at the bottom of each graphical �lter interface, a selectivity
bar indicates the percentages of data records that have been �ltered out, and in consequence, are
e�ectively removed from the visualization. The number is mapped to a reddish color that is dark red
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when all data instances are �ltered and is only slightly red when the �lter a�ects any records at all,
values in between are interpolated linearly. This makes sure that the analyst is continuously aware
of the active �lters, as well as their corresponding selectivity.

5.3.3 Process Integration

An important during development of polimaps was the integration in the predictive policing pro-
cess, as introduced in Section 5.1. While it is evident, that the prediction visualization, as well
as the visual enrichment of the prediction using further data sources is an integral part, some
further aspects make the visual analytics solutions a suitable and versatile part of a predictive
policing process. Typically, a number of di�erent tools, and correspondingly also di�erent �le
formats, are involved in predictive policing process, e.g., a statistical environment such as R9 for
the modeling or more general applications such as Microsoft Excel or Word for various di�erent
purposes.

Relational Datastores File Datastores

Datastore and Tuple Abstraction

Tuple Annotation Engine

In-Memory/On-Disk Tuple Cache

Tuple ery Engine

Dataset Abstraction

Figure 5.16: Illustration of the dataset abstraction of polimaps.

For example, predictions that are computed in Step 2 and Step 3 of the predictive policing process
could be exported and stored in proprietary formats, e.g., serialized data frames from R, or exported
Excel sheets. To be able to support a variety of di�erent data sources, polimaps includes a dataset
abstraction, as illustrated in Figure 5.16. The abstraction layers for datastores, which hides the
on-disk or relational origin data, e.g., a shape�le or a PostgreSQL server, allows the transparent

9R: The R Project for Statistical Computing, https://www.r-project.org/
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access to all of those di�erent datastores. Additionally, all datastores are supported with transparent
caching, tuple annotations, as well as a tuple query facility (the CQL back-end as mentioned in
Section 5.3.2). That allows the visualization of prediction areas to retrieve the computed risk scores
from a relational database, Microsoft Excel �les, or a serialized R data frame. Additionally, there
is support for standard text-based data �les in read and write fashion, which makes it possible to
integrate polimaps in existing processes and work�ows.

5.3.4 Prediction Deployment

To deploy a prediction, polimaps integrates an export functionality. The current view can be ex-
ported by selecting a region — or the complete visualization canvas, as indicated in Figure 5.8 C,
to be exported. The export is done either as an image or in the form of a styled pdf, as shown
in Figure 5.17. The pdf output also provides space for a title and notes, which allows the output
to be annotated to indicate interesting �ndings or other noteworthy elements in the visualiza-
tion.

Export Title
Export Subtitle
Export Notes

Exported Map View

Figure 5.17: Template for the pdf export. On top, there are meta information, such as a title, subtitle, and further free text
notes. On the buttom

Next to the possibility of exporting the current view, polimaps is also capable of exporting the
complete state of the application, the current session, to a �le.

Additionally, the state of a session can be saved and exported. The save �le of a session resembles a
classic save feature as it is present in many other applications. The session export stores a session
to a single �le, including the visualized data next to the state of polimaps, see Figure 5.18 for an
overview of an exemplary exported session.

Therefore, a complete polimaps session, containing the current visualization con�guration, �lters,
and layer settings, can be distributed to other analysts that do not have access to the visualized data.
To ensure the integrity of the session data, including the program state, an SHA-256 checksum of
the contained data is stored along with the session information. By comparing the checksum of
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<root>

00-abc.data

00-abc.layer

map.state

__file.marker

(a) Session �le structure. The data
folder contains session data, the
�le marker designate the �le as
polimaps session.

<?xml version="1.0" encoding="utf-8"?>
<map>

<centerLat>45.520624957262235</centerLat>
<centerLon>-122.61042647472689</centerLon>
<zoomLevel>13.769306602230648</zoomLevel>
<colorIntensity>-0.4591836734693877</colorIntensity>
<brightness>-0.4591836734693877</brightness>
<contrast>0.0</contrast>
<hue>0.0</hue>
<saturation>0.0</saturation>
<opacity>1.0</opacity>
<offline>false</offline>
<layers>

<layer>00-abc</layer>
</layers>

</map>

(b) Map view state in XML notation, containing the view data, the list
of existing layers, as well as color adjustments of the map canvas.

Figure 5.18: The session output for deployment.

the restored data and the checksum created at the time of export, the integrity of the data can be
ensured. In case the checksums do not match, an error message pointing to a data integrity issue is
shown.

5.3.5 User Feedback

Two months after the �nal version of polimaps has been delivered and used in practice, we handed
out a questionnaire with four areas of questions, see the results in Table 5.4. The �rst area of
questions deals with the learnability of polimaps, as this was one of the major issues during the user-
driven development and iterations (Figure 5.19a). The second group of questions was questioning
for usability, e.g., ease of use, the support of tasks and the user interface in general, Figure 5.19a.
Both, the �rst and second group of questions were based on the work from Lewis [170] and
Lund [152]. The third area contained questions about the visualization capabilities, parameters,
and the linked aggregation view (Figure 5.19c). As the density-based heat map view was the most
requested visualization technique by the end users, the last block of questions gathered feedback
concerning parameter and color choices, performance and the perceived understanding of the
visualization (Figure 5.19d). Details and the composition of questions can be found in Table 5.4.
Six users have answered the questionnaire, two data scientists/analysts and four trained police
o�cers.

Starting with the obvious in Figure 5.19d, the heat map/density map view is judged as useful, the
users have the feeling that they understood the parameters, colormaps, and polimaps provides a
satisfactory level of performance. Concerning the general visualization techniques (Figure 5.19c),
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Learnability

L0, L1: Terminology L4, L5: Memorability
L2, L3: Testing progress L6, L7: Learning curve

Usability

U0, U1: Ease of use U4, U5: Data presentation
U2, U3: Task support U6, U7: UI and appearance

General Visualization

V0, V1: Adequacy V4: Info-Mode
V2, V3: Parameters V5: Completeness

Heat Map Visualization

H0, H1: Understanding H4: Parameters
H2, H3: Colormaps H5: Performance

Table 5.4: Overview of the questionnaire consisting of four categories.

we see potential for further improvement of the linked aggregation view (Info-Mode) (V3), as well as
the completeness of the provided techniques (V5). In particular with the completeness, there seems
to be the most potential for improvement, as the score of V5 is signi�cantly lower than the others.
Similarly, the answers to the usability questions (Figure 5.19b) indicate weaknesses concerning the
supported tasks (U2), although the overall judgment in this aspect shows a high level of satisfaction.
The most potential for improvement seems to be in the aspect of learnability (Figure 5.19a). There,
we see some participants not feeling con�dent enough to answer the questions (P4, P0, and P1), and
despite overall good feedback, some aspects such as the memorability (L5) and the learning curve
(L6) need to be improved.

Together with the questionnaire, we asked for textual feedback that each participant �lled out.
Negative aspects of polimaps were: i) no possibility to export shape�les or any other spatial �le
format, ii) no editing or annotation feature for the visualized vector data, iii) some error descriptions
are not informative enough, and iv) the heatmap re-computations, based on the current zoom level,
require a technical understanding that cannot be assumed to be present. Some of the positive aspects
mentioned were: i) usability and user-friendliness, ii) speed and reliability of the tool, iii) no expert
knowledge is required to visualize geodata, iv) the visualization facility is �exible enough to be
useful beyond the prediction and context visualization. From the positive feedback, we can conclude
that the major goals have been reached. The tool is perceived as easy to use, requires in some areas
no expert knowledge, and is �exible enough to be used beyond the tasks that it has been primarily
developed for. On the negative side, the most critical issue seems to be to include an explanation or
help concerning the adaptable heat map implementation. Also, the export facility that currently is
tailored to produce Microsoft Excel �les should be extended, so that polimaps integrates even better
into existing processes.
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L0 L1 L2 L3 L5L40

1

2

3

4

L6 L7
(a) Learnability

U0 U1 U2 U3 U5U40

1

2
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4

U6 U7
(b) Usability

V0 V1 V2 V3 V5V40

1

2

3

4

(c) Visualization
H0 H1 H2 H3 H5H40

1

2

3

4

(d) Heat Map Visualization

Figure 5.19: User feedback. Each plot shows the mean (bar) and the standard deviation (line) for each question.

5.4 Towards Transparent �ality Metrics

Discussions on the predictive analysis of crimes, also known as predictive policing, are currently
dominating criminological and police science literature. Vendors of corresponding software solu-
tions are advertising promising results, and the media covers the topic with varying degrees of
depths, diversity, and criticism. Therefore, there are more and more political decisions are made to
implement systems for predictive policing. The solutions range from pragmatic, isolated approaches
to techniques that have a strong theoretical and scienti�c foundation. All of the di�erent approaches
have in common that they express the quality of their predictions using some form of hit rates. The
basic idea of a hit rate is to measure, how often an actual o�ense happened in an area that has been
predicted by the predictive policing implementation. Still, the question remains what precisely a hit
rate measures, how it should be interpreted, and most importantly whether it is possible to compare
di�erent systems that predict crimes based on some hit rates.

This general problem also transfers to the application of polimaps. As we have shown in the preceding
part of this chapter, the functionality of depicting predictions from a predictive policing system
is a welcome addition and received very well. Although, having a look at predictions and their
context in space and time, e.g., points of interest or o�enses during the last few weeks, information
coming from the employed predictive policing methodology could be a noteworthy addition for
decision-makers when it comes to judge a prediction or implement it during the next period of the
prediction. Therefore, in the following, we will have a closer look at two core properties of quality
metrics, such as a hit rate: their variability and validity. To do so, we come back to the predictive

95



5 Towards Transparent Predictive Policing

policing process introduced in Section 5.1, and discuss its implications on a methodological level.
Following, we outline the most prominent techniques to calculate hit rates and give some visual
clues about some of their properties. Finally, we discuss implications of the hit rate calculations
concerning variability and validity of those quality metrics and implications on tools such as
polimaps.

In general, the subject of predictive policing systems can be manifold [1, 30]. As our partners from
the application domain are predicting the risk of speci�c areas, introduced previously as prediction
areas, we concentrate on the same problem in the following: given a spatial partition of a prediction
zone, such as a city or a speci�c city district, in prediction areas, the predictive policing approach
computes the likelihood of those areas that o�enses of a speci�c type occur during the prediction
period.

In the following, we elaborate on a number of aspects that play an important role when measuring
the performance of predictive policing applications.

5.4.1 The Problem of Data �ality

As typical machine learning problems, the application of predictive policing follows a pipeline-like
approach where multiple components are working together and built upon each other, which is
indicated by the arrows in Figure 5.1.

If the data processed in step 1 is already erroneous, the whole machine learning process already
is error prone. In this case, it is also clear that reliability of the process as a whole is in question,
which of course also concerns the results, e.g., the output of the prediction computation phase,
as well as all the consecutive phases. Therefore, it is also clear that the corresponding quality
measures and available metrics are inherently unreliable. Sources for data errors are manifold, e.g.,
utilizing datasets from data sources that are inadequate as they do not contribute to the problem
the machine learning method is applied to. In the predictive policing use case, an inadequate
dataset is characterized by a missing a causal relationship to the predicted type of o�enses. On the
technical side, there are potential sources of data errors, too. For example, having an unspeci�ed,
or an incorrectly speci�ed data format may cause incomplete data import or join operations while
preparing the dataset for the machine learning application. When dealing with spatial data, incorrect
documentation of the spatial reference system of the geographic coordinate could cause errors that
are hard to spot in the following phases.

Besides those concrete problems that could happen in the �rst step of the predictive policing process,
the notion of data quality also includes what is subsumed under the term data uncertainty [176, 47].
Here, uncertainty plays a huge role when it comes to measuring e�ects and real-world properties to
include in the target dataset that is the output of the �rst step of the predictive policing process.
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For the application of predictive policing, common problems that contribute to uncertainty are
for example the time when an o�ense happened. Having a closer look at domestic burglaries, this
exact time of the o�ense is not known, and in consequence, the time is included as the potential
start and end-time of the o�ense in the databases. Additionally, it is possible that the precision of
the satellite-based geocoordinates �uctuates, as it depends on local factors, for example, weather
conditions. In particular, for police data, it can be observed that sometimes o�ense data is unclear
regarding its type or the report happens too late so that any speci�c time reference is inaccurate and
contributes to data uncertainty. All of those problems propagate through the model building, the
machine learning techniques, and any further visualization or application of the machine learning
output.

After the data collection, such problems are nearly impossible to reconstruct or to correct — when
they are not an integral part of the data source, for example when the satellite-based geocoordinates
are marked with a certainty or uncertainty score that is measured when the coordinates are acquired.
In consequence, every quality measure that is based on the output of machine learning processes,
even when speci�ed in an objective and transparent way, contains an unclear amount of variance
caused by data quality issues.

5.4.2 Correlation vs. Causality

Typically, machine learning methods are independent of the application problem, besides the
methodological implications of the problem itself. Machine learning relies on the assumption that
the data that is subject to the model building process su�ciently describes the phenomenon that is
subject to the model building and training. If this assumption does not hold the resulting model is
skewed to the partition of the phenomenon in the training dataset, which must not be revealed by
any following model validation or model test phases, as they will be skewed as well. Technically,
all of the learning methods model the target variable using statistical inference and include some
residual, which is minimized during training, when the variety of the training data covers the
variety of the problem su�ciently. Therefore, having large datasets will most likely lead to a good
performance of machine learning techniques, in particular when their modeling is not bound to
linear approaches, e.g., in the case of neural networks or support vector machines. For criminal
o�enses, a number of problems can be observed in this regard. First, the amount of data for a
speci�c o�ense might be limited, e.g., for minor o�ense types. Additionally, criminal incidents are
complex processes that have many in�uences. Most dominantly, there is space and time, which
can be measured for most of the cases. Although, there are e�ects such as opportunity [183] that
are hard to measure at all. Also, coincidences and further random in�uences may play a role when
a crime is committed, which is naturally not measurable. Therefore, for criminal incidents, the
available datasets will most likely be incomplete, leading to gaps in the inference, and most likely
to degraded model quality. The assumption that in the predictive policing use case causality is
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most likely not contained in the data that is used to model and predict crimes, further motivates
transparent machine learning, eventually leading to sensemaking processes that are aware of the
shortcomings described previously. Also, having such a system implemented in productive use, the
question about the quality of the machine learning models and the corresponding interventions
gains more importance.

5.4.3 Measuring Prediction �ality

When implementing a predictive policing system, and in particular while creating the model that
predicts risk scores or the likelihood of an o�ense at a given point and time, the question of
how to judge the model quality arises, not only for the method-level engineer but also for the
end user. As argued before, �nding suitable quality metrics is a challenging task as uncertainty
is inherent in such models, mainly caused by the data and data related processes, as well as the
concrete prediction methodology. Additionally, predicting a rare phenomenon is posing a much
bigger challenge, as the generalization that is done in the model that builds the foundation of the
machine learning process is potentially incomplete. In consequence, the probability of having an
instance of the modeled phenomenon in the future is much higher than of an unknown instance
of a frequently occurring problem. Also, one of the objectives of predictive policing is the ability
to prevent crimes. That objective contradicts the ability to measure the prediction quality in real-
world applications, as the performance of the model is getting distorted by the active prevention of
crimes.

In the following, we elaborate on a number of quality metrics and methods to measure the quality
of predictive policing implementations.

Hit Rate (HR). The absolute hit rate (accuracy) is the most common quality metric of predictive
policing implementations [110, 102, 46, 39]. Hit rates always refer to a timespan t , for example, a
day, a week or a month.

HR =
n

N
· 100 (5.1)

In Equation (5.1), n denotes the number of o�enses in the prediction areas, and N the total number
of registered o�enses. The computation of the metric is straightforward, and is easy to comprehend;
we argue that the hit rate computation is suitable for a transparent quality assessment in the sense
of observability. As the concept is so simple, variants of the original hit rate HR are used, for
example:

HR =
a

A
· 100 (5.2)
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Equation (5.2) shows the corresponding adoption to prediction areas. a denotes the number of all
prediction areas where o�enses have been predicted successfully (areas that have been hit), A refers
to the total number of prediction areas. The hit rate is reducing the phenomena of o�enses to a
single number, and leaves out fundamental spatial aspects, as they are induced by the prediction
areas, for example. Therefore, comparisons of hit rates have to be seen and interpreted with
caution.

Predictive Accuracy Index (PAI). To solve the problem, that the hit rate is only referring to the
number of prediction areas and does not consider their size, Chainey et al. propose the Predictive
Accuracy Index that is calculated as follows:

PAI =
n
N · 100
a
A · 100

(5.3)

In Equation (5.3), n refers to the number of o�enses in the prediction areas, N to the total number
of prediction areas, a to the area of hit prediction areas, and A to the total area of the prediction
areas. The PAI measures the prediction accuracy concerning the prediction area and gives a sense
of the spatial extent of the correct predictions. While the PAI can be used to make a comparison of
di�erent predictive policing methods, a comparison is only valid if they have the very same spatial
partitioning. Otherwise, the foundation of the computations are di�erent and make a comparison of
two di�erent methods invalid right from the start.

Standarized Accuracy E�ciency Index (SAEI). The Standardized Accuracy E�ciency Index, see
Equation (5.4), is introducing a quality index to measure the achieved e�ciency in contrast to what
is theoretically possible [40].

SAEI =
AE − (OE · A)

AC

AE =
N

A
Achieveable E�ciency

OE =
n

A
Observed E�ciency

AC =
n

N
Accuracy, Hit Rate

(5.4)

The SAEI is a measure in between of the classic hit rate and the e�ciency by means of the prediction
area coverage. The variability of the results is highly dependent on the single terms and is therefore
hard to compare di�erent time spans or di�erent methodological implementations of predictive
policing.

Di�erences in Case Number. While the previous metrics are computing performance indices,
arguing about the quality of a predictive policing implementation can — obviously — also be
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done by comparing the number of cases before and after a corresponding deployment. While the
general idea seems useful and is apparently at heart of what predictive policing is intended to do,
it leaves out essential aspects, for example, the number of prediction areas or their spatial extent.
As argued before, correlation is not causality, which means that any di�erence in the number of
cases can have a di�erent cause than the application of predictive policing. It is even possible to
think of random in�uences that make it look like an e�ect from whatever (preventive) methods
are applied. Additionally, criminal o�enses are typically caused by a number of elements and a
potentially complex interplay of them, which is in no way re�ected in a simple comparison of two
numbers.

Real-world Experiments. As documented in the literature, some experiments are trying to
measure the e�ect of predictive policing based on statistical methods [46, 89]. The area in question
is separated into two distinct areas, the control region and the experimental area by random choice.
In the experimental area, predictive policing is utilized, while the control region is not subject to any
corresponding actions. After a prede�ned amount of time, indicators of the control and experimental
area are compared, for example, the di�erences in case number, as indicators for the e�ectiveness
of the employed methods. While this looks valid and straightforward in the beginning, there are
fundamental problems when dealing with the occurrence of crimes in the way of a controlled lab
experiment. It is immediately evident that the interactions between individuals in a city cannot
be as controlled as it is possible in an actual lab experiment, which makes the transferability of
this technique even more questionable. For example, Boggs showed that the neighborhood has a
signi�cant in�uence on the crimes committed in the surroundings [192]. Murray et al. identi�ed
some signi�cant factors contributing to the occurrence of property crimes, e.g., the density of
public bus stops, distance to police stations [153]. These factors already di�er, as having a city that
can be divided into di�erent regions that are entirely similar to the factors mentioned before is
impossible.

5.4.4 Discussion

Overall, it is hard to give a sense of how good or bad a predictive policing implementation is
performing, in particular as the current toolbox of quality measures has apparent �aws. We showed
that common metrics have built-in �aws, e.g., leave out an essential dimension of crime (space), or
are by de�nition not comparable to di�erent methodologies and di�erent runs. Even the practice to
conduct controlled lab experiments that is accepted in other critical domains is not suitable due to
the dynamics and complexity of the subject of study. Additionally, having a good prediction and the
ability to enforce the right actions for preventing a crime to happen, the prediction will look bad a
posteriori, as there is no way to measure how many o�enses have been prevented. This fundamental
problem is inherent in all implementations and is getting more severe when the model quality
is increasing. In particular, the inability to clearly distinguish between correlation and causality
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worsens the aspect of quality metrics in this application domain even more. Of course, there is the
possibility to apply state of the art to judge the model quality after training, e.g., cross-validation
methods, but those concentrate on historical data. While this seems suitable for model building,
the quality of a predictive policing system cannot be assessed with historical data, as the in�uences
contributing to criminal incidents happening are diverse enough to keep the residual next to the
generalized e�ects in the machine model potentially large.

To form a truthful and transparent quality metric, we identi�ed three factors that must be included,
as they are illustrated in Figure 5.20.

Influencing
Dimensions

Space

Offense Type

§ §

Time

Size antity Level Edge Hits

Figure 5.20: The three in�uencing factors of quality metric for predictive policing: the o�ence type, time, and space.

First, the o�ense type. From a methodological standpoint, it is clear that a predictive policing
implementation should be geared towards a speci�c o�ense type. Additionally, if the o�ense type is
static, i.e., varies only very little over space and time, classic hotspot maps would be more appropriate
than a potential dynamic machine learning model. The same is true for o�enses that are part of
what is understood as a victimless o�ense, which is not registered because of reports from victims
but is discovered by actions from the law enforcement agencies, e.g., crimes that involve narcotics.
It is clear that o�enses that happened in a prediction area but are not part of a prediction model
should not be included in a corresponding quality metric. Second, the time factor of a prediction,
the prediction period or prediction duration, is an essential factor to incorporate. This because of
an empirical correlation of the prediction duration with the number of observed o�enses, which
means that the longer the time span is, that is part of the quality metric, the better the metric gets. In
consequence, to be able to compare computed quality indices, they are required to refer to the same
prediction duration. The last factor is space and has four contributing elements. i) The prediction
area size. It is clear, that the larger the prediction area gets, the higher the probability that an o�ense
happens in that area, and in consequence the higher the hit rate and related measures. The same

101



5 Towards Transparent Predictive Policing

is true for small prediction areas, which lead to low hit rates. ii) The number of prediction areas.
Having a larger number of prediction areas will increase the total area of a prediction — given a �xed
area that is considered — and in turn, also leads to higher hit rates. The inverse is true for a small
number of prediction areas. iii) The level of crime. When a prediction area describes a partition
in space where the level of crimes is generally higher compared to other areas, the likelihood that
the prediction area is hit with an o�ense is higher. In consequence, hit rates and related measures
are also likely to be high. iv) Edge hits. Having a spatial partition that constitutes the prediction
areas, the question arises how to deal with o�enses that are right next to a prediction area, e.g.,
in the order of meters. Besides ignoring them, which is the most rational choice, it is possible to
include o�enses in a prede�ned bu�er around a prediction area, and weigh them not as high as
a hit of a prediction area. Still, it is unclear where the bu�er size and the o�ense weight stems
from. To create a transparent quality metric for predictive policing poses a huge challenge, which
has not been solved so far. All of the utilized experimental methods and existing quality metrics
have �aws in speci�c areas, which are typically ignored, in particular by vendors of commercial
predictive policing systems. Therefore, up to now, there is no way to transparently evaluate, judge,
and compare di�erent implementations that claim predict criminal o�enses. Although, in our point
of view, a transparent quality metric is an essential step for the correct assessment of this technology,
as well as its correct implementation.

5.5 Summary

In this chapter, we showed di�erent elements contributing to a transparent, i.e., observable, imple-
mentation of predictive policing. In Section 5.1, we introduced challenges and tasks and argued about
their connections to a user- and task-based transparency as introduced in Chapter 2. More precisely,
we developed methods along the predictive policing process (see Figure 5.1), to make some parts of
the tasks and the associated processes observable. This includes the generation of prediction areas,
which is a crucial part of a predictive policing implementation not relying on regular “prediction
boxes”, as the prediction areas are the foundation for the data collection, data preprocessing and
modeling tasks. In consequence, the prediction areas are also the spatial reference of each prediction,
in the described case the risk score, which makes them ubiquitous in all methodical aspects of
predictive policing. Our research made it possible to explain the origin of the prediction areas on
feature-level, which follows our understanding of transparency.

Additionally, we provided an interactive visualization system that augments the process connected
with the utilization of a prediction. Based on density-based visualization, as well as the visualization
of spatial primitives, analysts can amplify the utilization of the machine learning output, the predicted
risk scores, based on their expert knowledge. This achieves transparency on the data level, meaning
that the input data can be reconstructed to build a mental model of the prediction and various data
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related in�uences. This enables analysts to develop an understanding, as well as to identify parts of
the predictions that are counterintuitive or go beyond what can be considered as reasonable from
an expert perspective, which cannot be externalized to the degree that it can be integrated into the
computation model. The visual analytics system, polimaps, has been a huge success not only for
the prediction visualization and deployment but also for geospatial data visualization in general.
This illustrates a tremendous potential for interactive visualization in application domains where
machine learning plays an important role.

Finally, we illustrated state of the art in the evaluation of the machine learning methods for pre-
dictive policing. We argued why the current hit-rate based quality metrics fall short, and which
dimensions should be included for a transparent, observable quality assessment of the corresponding
methods.

In the foundation of the predictive policing framework introduced at the beginning of this chapter, we
achieved some degree of transparency. Most of the motivation to be able to observe the behavior of dif-
ferent methods and tasks was coming out of the initial project setup, which was all about understand-
ing and clarifying what is happening on a methodological level.

Task User Group Transparent

1.1 Data Selection LEA Analysts X
1.2 Data Collection LEA Analysts X
1.1 Data Preparation LEA Analysts X

2 Predictive Modeling LEA Analysts X
2.1 Prediction Area Computation LEA Analysts X

3 Prediction Computation LEA Analysts X
3.1 Hyperparameters LEA Analysts X

4.1 Prediction Visualization LEA Analysts, Local Police Forces X
4.2 Prediction Area Selection Local Police Forces X

5 Prediction Deployment Local Police Forces —

6 Evaluation LEA Analysts, Local Police Forces ?

Table 5.5: Tasks and user groups assignments, based on the proposed predictive policing process, as well as the degree of
transparency per task. A Xindicates achieved transparency, X indicates some degree of transparency, — indicates
a varying level that cannot be generalized.

In Table 5.5, an overview of the involved tasks and the corresponding degree of transparency is
shown, based on our experiences and informal assessments of the domain experts. We distinguish
between three di�erent levels. Achieved transparency, some transparency and an unclear degree
of transparency, which is indicated by X, X, and — respectively. The crucial components of the
prediction process, data, machine learning technique, and hyperparameters were already set up in a
transparent way. The analysts of the LEA can observe behavior, and more importantly, determine

103



5 Towards Transparent Predictive Policing

the actual behavior by their own decisions. Each of the involved methods, e.g., the merging of
di�erent data sources or the parameters of the employed decision tree-based prediction model, is
visible to the analysts, as well as capable of direct manipulation. Therefore, we argue that the goal
of exhibiting transparency — for the analysts working with the corresponding methods — have been
achieved, and are indicated with a Xin Table 5.5. Also, as the creation of the prediction areas happens
in a transparent way using the visual analytics approach described in Section 5.2, we claim that the
machine learning model is constructed transparently. The degree of transparency is lowered when
it comes to the prediction visualization. In Section 5.3 we argued, that domain experts can utilize the
data that has been used to train the forecasting methods to create a visual context of the prediction
using interactive visual interfaces. A big issue in that respect is the selection of speci�c datasets that
are visualized, which in turn heavily relies on the expert knowledge of the analyst that is utilizing
the visual interface — which is without proper externalization of the decision and the way the
decision had been made, non-transparent. Our visualization system does not force the users to give
a reason when a dataset is loaded, so at this stage, the creation of the visual context of the prediction
cannot be described as transparent. Still, as the views can be exported and distributed as part of the
prediction deployment, a consensus must exist, as otherwise, the visualization does not exhibit any
utility to the police forces. The demand for the visualization solution documented that the opposite
is the case. The same argumentation holds for the task of selection prediction areas, which could rely
heavily on the expert knowledge of the analysts who are selecting the prediction areas for the local
department. From experiences with intelligence data analysts we know, that decisions that in�uence
actual police work must be documented and justi�able by the person that made the corresponding
decisions. Therefore, some degree of transparency must exist for the prediction area selection, but
not in our sense of observable behavior, which is the same for the prediction deployment task.
Finally, transparent evaluation is an important goal, in particular for predictive policing. In this
thesis, we aim at methodic and data-based transparency. However, in this application domain,
the evaluation should be much more detailed and go beyond methodical and data-related issues.
Unfortunately, we showed that even the quality measures based on data are �awed and cannot
be regarded as valid (see Section 5.4). We proposed some ideas on how to construct valid quality
measures, but leave the concrete realization for further research.
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As stated in the introduction, involving domain experts and their domain knowledge when it comes
to designing or interpreting the results was one of the core ideas of this thesis. During this work, a
number of di�erent end users, data analysts and domain experts have been involved in di�erent
parts of the conducted research. This included in particular personnel from security authorities
or law enforcement agencies, which are usually people that are used to explain their decisions
and how they arrived at the points that contributed to their actions. While this thesis is based
on the assumption that transparency of machine learning processes is a desirable property as it
undeniably contributes to comprehensibility, we wanted to ground this assumption with people
that are working in critical domains. For example, our collaboration partners in di�erent research
projects such as VALCRI1. There, we had access to three groups of analysts from di�erent LEAs that
were part of the project. We conducted a series of unstructured, informal interviews, each about
45 minutes long, where we wanted to explore the attitude of analysts in the intelligence domain
with respect to quality and errors when they are presented with results from machine learning
methods, and whether they ask for some kind of transparency or, as phrased in this thesis, observable
behavior. We structured the interview in two parts. First, we wanted to know if the analysts are
aware of any quality issues or more generally, any issues in the �eld of automated support in their
daily work. The most signi�cant outcome of this phase of the interview was similar for all three
groups. When they encounter an obvious error, e.g., something does not conform to mental models
or their previous work experience, the task leading to the error or unexpected outcome is repeatedly
executed. First with the same parameters, then possibly with a changed set of hyperparameters. If
the result does not change or is not getting better by the experts’ subjective assessment, they fall
back to methods without automation support, e.g., coding data in Microsoft Excel sheets and using
the annotation features of Excel for further analysis. From this observation we conclude, that the

1VALCRI — Visual Analytics for Sensemaking in Criminal Intelligence Analysis is an EU funded FP7 research project,
contract number: FP7-IP-608142.
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ultimate solution for something that is incomprehensible is falling back to the expert knowledge
and a tedious, manual task of working with data — which is by execution also transparent, as it is
observable to the degree the analyst requires.

The second part was a concrete what-if scenario, adjusted to their daily work routine that we
asked for in beforehand. There, we wanted to see if any countermeasures or ideas to circumvent
reliability and comprehensibility problems exists, and how transparency of the methods could
in�uence their sensemaking or decision-making processes. All experts agreed that something like
an observable process is desired, and would augment their decision making, as well as hypothesis
testing in the way that they cannot foresee, as besides the research prototype from the VALCRI

project no automated data analysis is used, or none of the utilized tools provides similar facilities.
Although, we experienced that the technical details to judge what kind of problems can arise, e.g.,
while analyzing natural language text, were not known. In consequence, it is challenging to ask for
such transparent or observable data analysis methods, e.g., some comprehensible documentation of
the preprocessing where text data could be changed or removed from the data that is about to be
processed.

This insight us the following further directions of research.

6.1 Further Research Directions

During the work that contributed to this thesis and beyond, we identi�ed a number of di�erent
research directions that contribute to di�erent aspects of what we understand as transparent machine
learning approaches.

Raising Awareness. Besides the technical topics discussed in this section and during the thesis,
we tried to push corresponding specialized solutions also in some research projects. While what
we illustrated in Chapter 5 worked out quite well — mostly because of the initial project setup
was to be able to understand and explain the techniques of predictive policing — we saw in other
contexts skepticism from the domain experts. Admittedly, trying to validate what a machine learning
system produces regarding it outputs is quite hard, as today even augmenting results with quality
information, that we regard as a primitive, highly aggregated form of transparency, is not common.
From our experiences we conclude, that there seems to be only little understanding of the fact that
machine learning, or how they are sometimes called systems based on arti�cial intelligence, do fail.
Such methods are error-prone for several good reasons, most prominently when they are not trained
well enough. That includes di�erent aspects, such as a su�cient amount of training data, the training
data should resemble the real-world problems in all facets, as well as the input data of the machine
learning process should �t into the data space of the training data, as this partition of the data has
been used to train the machine learning model. These facts are typically not communicated by
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systems that implement data analysis based on such methods. Therefore, we conclude that awareness
for such problems needs to be built to enable users to e�ectively calibrate their trust on their utilities
for automated data analysis. Statements such as “all quantitative models of language are wrong—but
some are useful” [62] or “there is no globally best method for automated text analysis” [62] are very
rare, even in scienti�c literature. In the source of the quotes, the authors Grimmer and Stewart
argue about the promises and pitfalls of automated content analysis for text data and motivate an
application where the automated analysis heavily relies on machine learning and is crucial for the
application related problems. Still, those opinions are rare in literature and almost non-existent in
real-world which is why we conclude, that raising awareness is key, in particular when techniques
from the machine learning domain are getting more widely used in a wide variety of application
domains. Automated data analysis will get even more important than it is today for a number of
reasons, e.g., the increasing amount of data that has to be analyzed. In this aspects, humans are
limited and need assistance from intelligent data analysis techniques based on machine learning.
Still, we agree that there must be a good motivation to spend time with methods that provide insights
into the automated data analysis methods, e.g., by the idea of exhibiting observable behavior, even
when they are communicated by means of visualization and are augmented by the powerful human
perception and cognition. In our point of view, understandably communicating the described issues
is critical to pave the way for any time that is spent in validating what an automated, black box,
machine learning-based system produces — in particular in critical domains where decisions have a
wide-ranging consequence on society or humans.

Record Behavior to Observe. In one of the research project we worked on, we implemented a
data provenance facility for natural language processing. The provenance component acts as a proxy
in between method calls of any component that processes input data and emits outputs, which are
reused by other components in the processing pipeline. The concrete provenance information was
consisting of two major parts. First, the con�guration and hyperparameters of the employed data
processing and machine learning components. This includes detailed information about pre-trained
models as well as the concrete parameter name and value combinations. Additionally, the input
and output data of each component is compared using the Myers di� algorithm [180]. Using this
technique makes it possible to follow all changes of the dataset, as it happens during preprocessing
or cleanup stages in natural language processing, along with the information of what component
with which set of parameters was responsible for the corresponding changes. The result was what
we called the modi�cation trail, which proved to be hard to maintain in near-real-world applications
for reasons of computation time and memory consumption. The technical framework spiked some
interest from law end ethics people, although it was not enough to get a movement going and
continue to work in the provenance for transparency �eld. Unfortunately, in the research project
where these developments happened, there was no e�ort planned to join forces from technical and
law/ethics/privacy people to follow that route. Still, we are convinced that data provenance can
be a useful vehicle to transport transparency and make the behavior of automated data analysis
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Figure 6.1: Sketch of an interactive text processing pipeline observer.

transparent. In particular in the natural language processing domain, where questions about the
data preprocessing and corresponding modi�cations will arise — once it is known what happens to
the data before it is analyzed, which refers to the awareness problem that we identi�ed. Using data
provenance, this question can be answered with the processed data, without requiring any technical
or methodological understanding from the audience.

Making behavior observable. Having recorded information that describes the behavior of a
machine learning method is the �rst step to make it observable. In Section 2.3, we described the
initial idea of utilizing interactive data visualization to create abstract views on the data that exposes
behavior.

Figure 6.1 depicts a prototype of a visual, interactive interface that shows recorded behavior of
a natural language text analysis pipeline. On the top left, the singe components of the analysis
pipeline are shown, the thickness of each connection between the components indicates how many
data instances are getting modi�ed from the component from left to right. The documents are
shown on the bottom left area. The background of each document indicates where in the pipeline
(above) the current document is located and therefore gives insights into the progress of the current
processing. On the right, a binned view shows seven di�erent classes of modi�cations. From top to
bottom, the amount of modi�cations, e.g., by a preprocessing step or a dictionary-based expansion
component, is illustrated. To convey a sense of how much documents each bin represents, each
document is represented by a single circle in the bin, and a vertically aligned bar chart is shown on
the right of the bins. This simple interface illustrates e�ectively how many documents have been
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modi�ed to what extent, and therefore makes it explicit what the data preprocessing facilities of the
natural language processing components do.

Still, having so many details about the actual machine learning processes and documents in the
visualization makes this interface not suitable for domain experts. Therefore, we think it is crucial
to �nd a level of abstraction where the recorded behavior is conveyed as e�ective as possible and
is suitable to be integrated into the application tasks. Starting with the data shown in Figure 6.1,
a complete view on the problem with as many details as the example exhibits is apparently tar-
geted at an analyst who is either working with the text processing pipeline, e.g., by modifying or
adding/removing components, or a very interested end-user audience which is aware of some of
the technical background. For an end user who is just interested in how many data instances have
been modi�ed, maybe a simple number, or the histogram on the right of Figure 6.1 can be already
enough to convey a sense of caution when working with a system and methods that are based on
data that is in, say, 50% of all instances heavily modi�ed.

In that respect, the task also plays an important role. While it could be possible that an analyst is
interested in the inner workings of a machine learning process at the detail level as it is illustrated
in Figure 6.1, this kind of visualization is perfectly �ne. On the other hand, this amount, and more
importantly, this kind of information is not required if the application problem requires the analyst
to get an idea if the machine learning system should be used at all, based on the amount of modi�ed
data instances. In that case, a simple number that gives the percentage of documents that have
been changed by the data analytics process is enough to satisfy the corresponding information
need.

Another important issue when it comes to conveying the observed behavior is the time an analyst is
able and willing to spend on the inspection of a transparent machine learning system. This constraint
also heavily depends on the task and the application problem, but also the level of experience and
prior knowledge an analyst has. Also, there could be hard limits regarding the available time for
such a meta-analysis besides solving the application problem, which can be higher or lower for
di�erent varying reasons.

Therefore, we see the problem of making behavior as an open research problem, that is not only
complicated by the machine learning methodology, but also by other issues that cannot be foreseen
during the design time of an interactive, visual interface that is perfectly capable of conveying the
required information.

6.2 Concluding Remarks

This thesis shed light on the emerging topic of transparency of machine learning processes. A
high-level overview of the concept was introduced in Chapter 1, motivating the understanding of
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transparency as behavior of processes that need to be observable. In the following chapters, we
outlined challenges of providing observable behavior in di�erent aspects and presented concrete
solutions based on systematic analysis of errors, the interactive visual exploration of ambiguities of
feature sets, as well as purely visualization-driven visual context of machine learning results. Due to
the complexity of the topic, identifying the corresponding challenges, propose solutions and bring
them into practice is — still and despite the omnipresent machine learning applications — a huge
challenge. We concentrated explicitly on feature-based machine learning techniques, as this gave the
�exibility to conduct what has been presented in this work without referring to the machine learning
back-end, which keeps this work general. It is clear, that for even more complex methodologies, e.g.,
neural networks with autoencoders the proposed methodology needs to be adapted and revised
to a certain extent. Still, the major contributions of this thesis are the identi�cation and concrete
solutions towards understandable, observable behavior of machine learning processes based on
their feature set, and a motivation and a high-level framework for research in the corresponding
problem domain.

Chapter 3 introduces error analysis for supervised learning as a proxy for observable behavior in
supervised classi�cation tasks. With our novel approach we illustrated, that visualization, and
in particular interactive what-if analysis coupled with data visualizations, opens new ways to
understand the behavior of an underlying machine learning techniques. Ultimately, we were able
to improve the performance of the classi�er while the approach is completely agnostic in terms of
the underlying data analysis and machine learning techniques. The following chapter introduces a
technique that tackles the problem of ambiguous feature sets, as they can occur in the domain of
natural language processing. We coupled statistics and semantics in an interactive, visual interface
that serves two purposes. First, it visualizes the feature set and conveys an overview of the features
very e�ectively. Findings made using that statistics view can be veri�ed with semantic information,
that utilizes the lower half of the symmetric matrix that serves as the main visualization interface,
and vice versa. Second, it enables the generation of rules, postprocessing instructions, and gives a
perspective for a direct feedback loop to the machine learning backed, to resolve ambiguous feature
sets.

While the previous approaches are targeted at users that have a technical background and interests
in the inner workings of a machine learning process, the work presented in Chapter 5 switches
perspective. It is part of a real-world research project and promotes the idea of observable behavior
to a large user group. We demonstrated how parts of the machine learning data can be generated
in an observable manner, and how interactive data visualization can be utilized for sense-making
and reasoning with respect to machine learning outputs. Additionally, the question about eval-
uation and quality metrics of machine learning, and their connections to a transparent machine
learning process were motivated with data and modeling-related challenges that we encountered
in the application area of predictive policing. At the time of writing, we see that even in applica-
tion domains where transparency is a major issue, raising awareness for future problems arising
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with non-transparent machine learning techniques is a challenging problem. Additionally, we
outline concrete problems to work on that contribute to a transparent, observable machine learning
process.

In the beginning, we motivated why transparency in machine learning is a desirable goal and
elaborated on di�erent components that can be researched to target concrete solutions. In this
thesis, we presented di�erent approaches with respect to observable behavior. What we presented
is connected to the idea that data, and in particular as we deal with machine learning, features that
contribute to the modeling, or are created by a machine learning process can concur to an observable
behavior of an automated data analysis process. Although, the number of open challenges and
the number of dependencies, e.g., on the implementation of machine learning techniques, learning
techniques, and future developments in the area of machine learning leaves many problems for
further research.
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