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Abstract

Relational data is omnipresent in our computerized society and has found its way into

our everyday life: Circumstances in social networks, in the transport- and public mains

supply, as well as in politics or academics can be modeled with relational data.

However, together with the ever growing amount of this data type also novel analysis

techniques have to be developed that are able to cope with its demanding size and com-

plexity properties. Typical tasks include not only to visualize the often large and dense

data but also to help the analyst to understand relationships if the data set is multivariate

or dynamic in nature.

Several well-known visualization techniques for relational data exist. For example,

node-link diagrams display relationship attributes by drawing edges between nodes with

respect to the relationship strength. The layout of nodes helps users to perceive groupings,

central items or highly connected items. Matrix-based representations are another means

to visualize relational data. This compact representation reaches its technical scalability

limit not until all display pixels are occupied.

In this doctoral thesis, we will present novel visual interactive techniques, algorithmic

approaches and integrated visual analytics systems to support users in navigating and

exploring large amounts of relational data. One central research objective is, amongst oth-

ers, to automatically assess the interestingness of matrix views and show only potentially

relevant matrices from a large exploration space to reduce the users’ cognitive overload.





Zusammenfassung

Relationale Daten sind omnipräsent in unserer computerisierten Gesellschaft und sind in 
unserem täglichen Leben nicht mehr wegzudenken: Sachverhalte in sozialen Netzwerken, 
im Transport- und Versorgungswesen, als auch in der Politik oder im Forschungsumfeld 
lassen sich mit Hilfe von relationalen Daten beschreiben.

Doch zusammen mit dieser immer weiter anwachsenden Datenmenge werden auch 
neuartige Analysetechniken benötigt, die mit den Größen- und Komplexitätseigenschaften 
meistern können. Heutzutage sind die typischen Analyseaufgaben nicht nur die oftmals 
großen und dichten Datenmengen zu visualisieren, sondern auch dem Analysten den 
Einblick in die multivariaten und dynamischen Datengegebenheiten zu ermöglichen.

Es existieren einige bekannte Visualisierungstechniken für relationale Daten. Zum 
Beispiel, das Node-Link Diagramm stellt die relationalen Attribute durch Verbindungen 
zwischen Knotenpaaren dar. Das Layout der Knoten hilft dem Nutzer Gruppierungen, 
zentrale Schnittstellen oder logische Zusammenhänge zu erkennen. Matrix-basierte 
Repräsentationen sind ein weiteres Mittel um relationale Daten zu visualisieren. Diese 
kompakte Repräsentation erreichte erst ihre technische Skalierbarkeit wenn alle Pixel des 
Bildschirms gefüllt sind.

In dieser Doktorarbeit werden wir neuartige visuell-interaktive Techniken, algorithmis-

che Ansätze und integrierte Visual-Analytics Systeme präsentieren, die den Benutzer in der 
Navigation und Exploration von großen Mengen an relationalen Daten unterstützen. Ein 
zentrales Forschungsziel ist hierbei die Interessantheit von Matrix Bildern automatisch zu 
quantifizieren und potentiell interessante Matrizen vom einen –möglicherweise großen–

Explorationsraum zu extrahieren. Mit diesem Ansatz kann die kognitive Aus-/Überlastung 
des Nutzers reduziert werden.
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1 | Introduction

Contents
1.1 Research Questions and Approach . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.1 Single Matrix Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.1.2 Multi Matrix Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2 On the Usefulness of Data Visualizations . . . . . . . . . . . . . . . . . . . 8

1.2.1 Matrix Analysis Tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.2.2 Need for a Quality-Metrics Driven Visual Interactive Data Exploration 12

1.2.3 Exemplified Quality-Metric driven Exploration Workflow for Matrix-

based Representations . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.3 Scientific Contributions and Structure of the Thesis . . . . . . . . . . . . 14

1.4 Citation- and Contribution Clarifications Rules . . . . . . . . . . . . . . . 16

This chapter of the dissertation motivates our research with respect to matrix-based

representations. Especially, we will highlight, enumerate and discuss in Section 1.1 the

primary research questions that build the cornerstones of our work and this Ph.D. thesis.

Specifically, we will motivate in Section 1.2.2 the need for a quality-metric and pattern-

driven data exploration and summarize our scientific contributions in Section 1.3.

The main contribution of this chapter is a theoretical discussion in Section 1.2 on the

usefulness of data visualizations, which we consider to be influenced by (1) the con-

tained dataset information, (2) algorithmic processing, especially the (visual) pattern

generation processes and (3) the user’s analysis task at hand.
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Relational data is omnipresent in our computerized society and has found its way

into our everyday life. With the advent of social networking websites, such as Facebook,

even new research fields have emerged that explore characteristics of relational data types.

Furthermore, relational data is present in network security scenarios, in the analysis of

biological experiments, and in academic research (co-authorship and citation networks)

only to name a few examples. With the growing amounts of relational data, the need

for analysis techniques dealing with those data sets increases likewise. Typical tasks

include not only to visualize the often large and dense data but also to help the analyst to

understand relationships if the data set is multivariate or dynamic in nature.

However, relational data is growing significantly in size. To take the social networking

example again, the average Facebook user has 338 friendship connections, and the median

friend count is 200 [Cen14]. In general, visualizing relational data can be challenging, since

the data is either globally or locally dense and in nearly every application scenario large

in size. Several well-known visualization techniques for relational data exist. Node-Link

diagrams, for example, display relationship attributes by drawing edges between nodes

with respect to the relationship strength. The layout of nodes helps users to perceive

groupings, central items or highly connected items. Matrix-based Representations are

another means to visualize relational data. Here, N columns and M rows are displayed to

show the relationships between all items simultaneously. Each pair-wise relationship is

drawn at the intersection of the corresponding items’ indices. This compact representation

reaches its technical scalability limit not until all display pixels are occupied. A comparison

of the effectiveness of the both visualization techniques was presented in [GFC05]. The

overarching result of that user study is that matrices show to be more effective than node-

link diagrams whenever the underlying data has large and dense characteristics (for all

nine tasks, except path-finding). If the data has on top of that a dense aspect1, matrices

can help to answer the graph-related tasks significantly better than node-link diagrams.

In this doctoral thesis, we will present novel visual interactive techniques, algorithmic

approaches and integrated visual analytics systems to support users in navigating and

exploring large amounts of relational data. One central research objective is, amongst oth-

ers, to automatically assess the interestingness of matrix views and show only potentially

important matrices from a large exploration space to reduce the users’ cognitive overload.

With the here presented studies we want to contribute to the matrix visualization

research by enlarging the scope to data sets that have on top of its large and dense charac-

teristics, also multivariate and/or dynamic aspects. In the case of multivariate data, one

matrix can be constructed for every data type. In the case of dynamic datasets, one matrix

can be retrieved for every time instance. In both cases, large amounts of matrices lead to

both processing- and visualization challenges.

1Graphs with an average density d :=
p

l/n2 ≥ 0.4; where l is the number of links and n the number of
nodes in the graph.
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1.1 | Research Questions and Approach

Related to the motivation, we are deriving several research questions, which will be

described in detail in the following.

1. How can we support the exploration process for relational data with the help of

matrix-based representations?

(a) How can enhance the expressiveness and effectiveness of matrix visualizations?

(b) Which interaction concepts help the user in exploring relational data in matrix

visualizations?

2. How can we describe and quantify the interestingness of matrices wrt. its contained

patterns?

(a) How can we measure the occurrence of specific visual features (i.e., patterns)

contained in matrices?

(b) How can we derive interestingness scores depending on pattern descriptions

for matrix-based representations?

3. How can we help the user in navigating and exploring large matrix spaces?

(a) How can we compare matrices, e.g., to allow for ’more-like-this’ queries?

(b) How can we support the user in defining queries for matrix patterns?

(c) How can we train computer systems to reflect an analyst’s notion of interest-

ingness?

The first set of research questions focuses on the effectiveness and usefulness of matrix

visualizations. While the standard row-/column matrix layouting paradigm already allows

encoding a distinct data value with every screen pixel –an outstanding visualization

characteristic only shared with a few other visualization techniques– more sophisticated

interaction and exploration mechanisms allow a visual encoding of even more information.

We therefore experimentally explored different glyph designs for matrices that “appear”

based on a semantic exploration zoom level. This semantic zoom metaphor allows the

user to gain iteratively more and more insight and information during the exploration

process.

The second set of research questions addresses the problem of retrieving potentially

interesting matrix views to support the exploration of networks. For this purpose, we

developed Matrix Diagnostics (or MAGNOSTICS), a conceptual framework to evaluate the

usefulness of image feature descriptors for the retrieval of matrix patterns empirically. In

spirit of related approaches for rating and ranking other visualization techniques, such

as Scagnostics for scatter plots, the MAGNOSTICS feature descriptor ranks matrix views

according to the appearance of specific visual patterns, such as blocks and lines, indicating

the existence of topological motifs in the data, such as clusters, bi-graphs, or central nodes.
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(b)

(c) (d) (e)

\begin{bmatrix}
c_{1,1} & c_{1,2} & \dots & \dots & \dots & c_{1,n} \\
c_{2,1} & c_{2,2} & \dots & \dots & \dots & c_{2,n} \\

\dots & \dots & \ddots & \dots & \dots & \dots \\
\dots & \dots & \dots & c_{i,j}& \dots & \dots \\

\dots & \dots & \dots & \dots & \ddots & \dots \\
c_{m,1} & c_{m,2} & \dots & \dots & \dots & c_{m,n}\\

\end{bmatrix}

(a)

Figure 1.1 Visual matrix of numerical data (a) ordered randomly (b) and with three algorithms
(c-e) revealing different patterns.

As an extension of the work of MAGNOSTICS and to contrast the approach of engineered

(image)features, this thesis presents a learned feature approach, based on convolutional

neural network (cf. Section 4.6) and compares both pattern retrieval approaches with

respect to their efficiency and effectiveness (cf. Section 4.7).

While the first two sets of research questions relate to patterns and the visual ap-

pearance of a single matrix, the third set of research questions focuses on the analysis

of large sets of matrices and especially the pattern-driven navigation within these large

view spaces. As one example, we developed the FDIVE (Feedback-Driven Interactive View

Exploration), a conceptual and theoretical framework for the relevance feedback-driven

exploration of large view spaces, which helps the user to intuitively define and refine

his/her current notion of interest.

To be of practical use, we will present throughout this thesis several application sce-

narios in which our approaches help the analysts to get a better insight into their (matrix)

data sets. As an example, we will show in Section 4.8 how MAGNOSTICS helps to explore

the temporal evolutionary changes in brain connectivity scans from the biological domain.

Another example is presented in Section 5.8 where we show how an interactive similarity

steering helps to understand the specificities of denial-of-service attacks on computer

networks.

Generally, our work can be subdivided into Single Matrix Analysis and Multi Matrix

Analysis. However, one has to note that, e.g., a comparative analysis of multiple matrices

would not be possible if we neglect single matrix aspects, such as matrix ordering. There-

fore, we present in Chapter 2 theoretical considerations on patterns in matrices and more

generally, the visual appearance of matrices. Specifically, we will report in Section 2.3 on
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the State-of-the-Art of matrix reordering algorithms with the analytic question “Which

matrix reordering algorithm tends to produce which specific matrix patterns?”.

1.1.1 | Single Matrix Analysis

Related to the question of visual quality of matrix views is how a matrix is ordered. If a

matrix is ordered “appropriately” interpretable visual structures are outstanding, as Fig-

ure 1.1 depicts. We conducted a survey [Beh+16] to describe the impact and characteristics

of matrix reordering algorithms depending on the dataset’s characteristics. This helps

to solve parts of the question, which matrix reordering algorithm to choose for which

analysis task at hand.

Figure 1.2 Interactive Matrix Reordering: In an interactive user-guided approach the user can
steer the reordering process by invoking a localized reordering algorithm. Ordering
thumbnails on the left side allow the anticipation of localized reordering results without
applying the transformation to the data. Here, the user selection leads to an improve-
ment of the linear arrangement quality measure (5.64%).

However, most matrix reordering algorithms solve an optimization problem based

on predefined local or global target criteria. They are more-or-less black-box algorithms;

the user has no control over results beyond the choice and parameterization of quality

criteria. Due to the large search space, the algorithms use heuristics and may return a local

optimum in certain circumstances. Additionally, their runtime and/or memory complexity

is such that multiple runs with different parameterizations can be very time-consuming.

Therefore, we investigated means to interactively steer and guide the matrix reordering

process during its progression and introduced in [Beh+14a] interactive visualizations (see:

Figure 1.2) that help to improve quantitatively measurable matrix ordering criteria and

the qualitative user satisfaction.
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Figure 1.3 Final selection of MAGNOSTICS feature descriptors for a quantification of the primary
visual patterns in matrix plots.

In line with the question of visual quality, we also investigated the consensus of multi-

ple matrix sorting algorithms following the hypothesis that if multiple sorting algorithms

“agree” on local substructures these submatrices might contain interesting patterns. Hence,

we presented in [Beh+13] a visual approach for the comparison of sequentially ordered (or

ranked) data, such as a matrix’s permutation of rows and columns. The approach relies

on a small-multiple view of glyphs each of which visually contrasts a pair of rankings.

The glyph, in turn, is defined by a radial node-link representation which allows effective

perception of agreements and differences in pairs of rankings. With this visualization, we

can spot patterns of similarity and differences in sets of orderings.

1.1.2 | Multi Matrix Analysis

The exploration and navigation in large matrix spaces is another central research focus

which we subsume under the term “Multi Matrix Analysis”. Therefore, we investigated

methods to interactively and (semi-)automatically support users during the exploration,

e.g., occurring in dynamic application scenarios. Since matrices are mostly perceived

as a static visualization technique, little research has been conducted in the field of

dynamic and multivariate matrix spaces. We developed, on the one hand, clustering and

classification approaches and on the other hand information retrieval approaches, which

support the user facilitating navigation and exploration tasks.
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However, a pattern-driven exploration is not possible without measures that allow

assessing the presence or salience of matrix patterns quantitatively. Quantifying patterns

in visualizations typically requires heuristic feature-based approaches that respond to

the (potentially) interesting structural characteristics of a visualization. These methods

try to mimic human perception in that they distinguish one or more visual patterns from

noise. While many feature descriptors (FDs) for image analysis exist, there is no evidence

how they perform for detecting patterns in matrices. In order to make an informed choice

for the primary visual patterns in matrices, we evaluate in [Beh+17] 30 FDs, including

three new descriptors that we specifically designed for detecting matrix patterns. Using a

controlled benchmark data set of 5,570 artificially generated matrix images, we evaluated

each FD on four criteria: pattern response, pattern variability, pattern sensibility, and

pattern discrimination.

As the final result of MAGNOSTICS we derived a set of six FDs that helps us to quantify

the presence of matrix patterns as depicted in Figure 1.3.

In [Beh+14a] we also investigated the question: Can we develop visual analytic meth-

ods that support the user in a comparative analysis of large sets of matrices? In contrast to

the image space approach of MAGNOSTICS, our approach here considers the row and/or

column vectors of a matrix as the basic elements of the analysis. We project these data

vectors for pairs of matrices into a low-dimensional space which is used as the reference

to compare matrices and identify relationships among them. Bipartite graph matching is

applied on the projected elements to compute a measure of distance. A key advantage of

this measure is that it can be interpreted and manipulated as a visual distance function,

and serves as a comprehensible basis for ranking, clustering, and comparison in sets of

matrices. We present an interactive system (see: Figure 1.4) in which users may explore

the matrix distances and understand potential differences in a set of matrices. A semantic

zoom mechanism enables users to navigate through sets of matrices and identify patterns

at different levels of detail.

Another line of research tackles the question how computers can effectively support

users in exploration tasks. This question originates from the fact that users are often con-

fronted with the problem of identifying interesting views in which a manual exploration

of the entire view space is ineffective or even infeasible. While certain quality metrics

have been proposed to identify potentially interesting views, these often are defined in

a heuristic way and do not take into account the application or user context. To tackle

some of these challenges, we introduced in [Beh+14b] a framework for a feedback-driven

view exploration, inspired by relevance feedback approaches used in Information Re-

trieval. The basic idea is that users iteratively express their notion of interestingness when

presented with candidate views. From that expression, a model representing the user’s

preferences is trained and used to recommend further interesting view candidates. A

decision support system monitors the exploration process and assesses the search process
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Figure 1.4 Projection-based Matrix Comparison: In a semantic zoom interface users can explore
distances between matrices (a) (here: 100 matrices; ordered by time stamp). Starting
from an overview distance meta-matrix (b) showing the pairwise distances between
matrices, users can identify patterns (e.g. strong groups or outliers). Having found
such patterns, users can investigate the impact of matrix size variations on the distance
calculation (c) and steer it using a simple set of interactions (d) and (e).

for convergence and stability. We presented our approach with an instantiation of our

framework for the exploration of large scatter plot spaces based on visual features and

demonstrated the effectiveness by a case study on two real-world datasets.

1.2 | On the Usefulness of Data Visualizations

Usefulness and effectiveness are central keywords describing the visual quality of a vi-

sualization. A quotation that defines effectiveness stems from Mackinlay [Mac86] and

says:

Effectiveness criteria identify which of these graphical languages [that are ex-

pressive], in a given situation, is the most effective at exploiting the capabilities

of the output medium and the human visual system.

For the purpose of characterizing the visual quality and interestingness of matrix-based

representations we are using the related term usefulness, which we define as follows:

The usefulness of a visualization is influenced and bounded by three distinct character-

istics: (1) the contained dataset information, (2) algorithmic processing, especially the

(visual) pattern generation processes and (3) the user’s analysis task at hand.

Figure 1.5 visually depicts this usefulness dependency triangle, which we will describe

in detail in the following. Most generally, all major analysis tasks have the focus to retrieve

certain patterns in the data. Fayyad, Piatetsky-Shapiro, and Smyth state, that “extracting
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Figure 1.5 On the Usefulness of Data Visualizations: A dependency triangle.

a pattern designates fitting a model to data; finding structure from data; or, in general,

making any high-level description of a set of data” [FPS96a, p. 41].

Bertin [Ber73; Ber81] developed several important ideas about the distinct levels of

information contained in data displays and the user tasks –he uses the term questions—

that refer to the respective levels [Ber73, p. 141]. He mentions (i) an elementary level,

comprised of individual graphic elements and the task to understand their specificities;

(ii) an intermediate level, for the comparisons among subsets of graphic elements and

the discovery of homogeneous information parts; and (iii) an overall level, comprised of

overall trends and relations. As a result, the analysis of visual patterns, esp. in matrices,

is important, since these patterns can be interpreted in the user’s analysis context. They

relate to an analysis question and task at hand, and second, since they constitute the core

information of a matrix plot, they allow the analyst to interpret and reason about their

presence or salience. It is suspect to an explorative analysis to retrieve these patterns

and reason about their existence or absence. Sacha et al. elaborate in [Sac+14] on the

knowledge generation model for visual analytics.

Yet, the term usefulness refers to less abstract considerations. Let us imagine an

analyst tries to explore the inherent information –i.e., patterns– contained in a dataset;

then several cases might arise:
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1. The most obvious and desired case is that an analyst has a specific task, such as

retrieving similarly performing entities or validating the hypothesis of a trend and is

able to find a visual representation of the data pattern, which allows accomplishing

the current task at hand.

2. The opposite cases are more problematic and require a more careful considera-

tion. The analyst has a specific task, but is not able to accomplish a specific task,

because he/she finds no evidence. Then two circumstances could be influencing

the usefulness of the visualization:

(a) The data does not contain the expected pattern or

(b) The pattern generation process is not able to translate this data structure into

the expected visual pattern. One specific instance of this case is whenever a

visual language/mapping is not expressive enough to represent the complex

data patterns.

3. As opposed to the last item, the analyst could also have a specific task, which cannot

be brought in line with the visualized data pattern. In this case, the pattern genera-

tion algorithm was able to capture the data characteristics, but is inappropriately

chosen for the task at hand; i.e., is potentially designed for a different focus.

4. The following case is even more problematic: The data does not contain a pattern,

but the pattern generation process introduces visual artifacts that lead the analyst

to wrong findings, hypothesis or knowledge [Sac+14].

All problematic cases may occur for multi-matrix analysis, where potentially multiple

data sets, i.e., networks, need to be visualized and on top of that, a multitude of matrix

reordering algorithms can be applied to extract/reveal the expected visual matrix patterns.

In summary, knowing which patterns are artifacts of the algorithms and which patterns

are due to the data is crucial for the data analysis and exploration process and may support

the analyst to facilitate his/her analytic task at hand. However, we believe that these

general considerations can also be applied to other visualizations, i.e., the usefulness of a

node-link diagram is likewise influenced by the layout algorithm that may show or hide

the presence of visual patterns in the data.

1.2.1 | Matrix Analysis Tasks

In his studies on the “re-orderable matrix” Bertin [Ber73; Ber81] underlined the impor-

tance of general purpose data exploration techniques, which allow the user retrieve

interesting patterns. Specifically for matrix-based representations of data tables, a simple

row-/column permutation allows bringing together similar observations and variables.

Unlike most other relational data visualizations, matrices allow depicting global and

local data characteristics (or visual patterns) simultaneously. Ghoniem et al. [GFC04]
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found that a range of overview tasks, such as estimating the amount nodes/edges or find-

ing the most connected node, can be answered with matrices independent of the matrix

ordering. On the other hand, higher level tasks, such as summarized in the following,

require an appropriate reordering of rows and columns. On top of Ghoniem’s separation

into lower and higher level tasks, we distinguish matrix analysis tasks based on the number

of matrices to be analyzed. Furthermore, we assume an appropriately reordered matrix

(see also: Figure 2.3.3) for more information on matrix reordering).

Single Matrix Analysis Tasks

In cases where a single matrix is in the analysis focus, e.g., one snapshot in time of a social

network or the correlation relationships between two variables, generally the task focus is

to investigate the relationships of between one or multiple entities.

Partitioning and Grouping: One of the central tasks to be accomplished with matrix-

based representations is partitioning and grouping of data items. Therefore, the general

goal of most matrix reordering algorithms is to establish an ordering in which similar items

will be placed close to each other, while dissimilar items will be farther apart. A matrix

form that allows perceiving partitioning and grouping information is the block-diagonal

form, such as depicted in Figure 1.1 (c).

Outlier Analysis: If the task is to retrieve dissimilar items, i.e., data outliers, then –by

definition– a matrix reordering algorithm will separate outstanding items notably from

the rest of the items. This makes a matrix-representation to a valuable analysis tool for

outlier analysis.

Depiction of High-Dimensional Structures: Although matrices are an inherently two-

dimensional representation they allow perceiving complex data patterns, such as depicted

in Figure 1.6. These high-dimensional data relationships are often a mixture and vari-

ation of multiple base patterns, and thus not easy to describe. However, not only high-

dimensional data patterns stick out in matrices, but also circular structures are clearly

visible, as already mentioned by Wilkinson in [Wil05, pp. 518].

Avoiding Clustering Artifacts: Unlike clustering, matrix reordering avoids “forcing” a

vertex into a particular cluster if it does belong to this group. In other words, if the analyst

has a set of vertices that belong clearly to a group and a distinct set vertices that are close

to that group but do not share the group membership then matrices will allow perceiving

that progression/variation.
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(a) (b) (c) (d)

Figure 1.6 Examples of matrix views for the performance analysis in High-Performance Com-
puting (HPC) runs on the IBM Blue Gene/P system at the Jülich Supercomputing
Centre [Rüd+15]. The matrices show virtual-topology views (2D projections of the
n-dimensional computing grid) from the Sweep3d performance data set for several
performance measures.

Multi Matrix Analysis Tasks

In cases where several matrices are generated, e.g., in the temporal analysis of social

networks, the single analysis tasks shift to even more complex analysis scenarios.

Comparative Analysis: Whenever a degree of similarity (or distance) between matrices

can be calculated, a pairwise comparison of alternatives can be facilitated. For example,

in a search and retrieval task, a ranking of matrices can help to understand how similar

data snapshots are. Similarly, large amounts of matrices can be clustered to understand

the overall data set’s interrelations.

Temporal/Evolutionary Analysis: A noteworthy special case for multi-matrix analysis

is the temporal analysis of matrices. In these scenarios, an analyst wants to retrieve evolu-

tionary trends, outliers and –more general– temporal correlations between successively

occurring matrix instances.

Pattern Analysis: The retrieval and understanding of descriptive patterns is one pri-

mary goal of multi-matrix analysis. An analyst who can (semi-)automatically separate

descriptive patterns from anti-patterns or task-unrelated patterns will have significantly

more time to focus on the core question: “What does this pattern mean in my application

context?”.

1.2.2 | Need for a Quality-Metrics Driven Visual Interactive Data

Exploration

The extraction of relevant and meaningful information from relational data, or more gen-

eral high-dimensional data, is complex and time-consuming. In that respect the notion



1.2 On the Usefulness of Data Visualizations | 13

curse of dimensionality represents a whole set of issues encountered in the analysis of

these data sets: finding relevant data attributes, selecting meaningful and descriptive

dimensions, removing noise represent just a few of them. High-dimensional data visual-

ization also carries its own set of challenges like, above all, the limited capability of any

technique to scale to more than a handful of data dimensions. Relation data shares many

inherent properties of high-dimensional data in that, for example, every entity of a graph

could be described by a multitude of descriptive attributes –imagine for example the

name, age, size, weight, etc. in a social network scenario. Additionally, the relationships

between the entities can be characterized by descriptive attributes –e.g., since when do

people share a connection, how often do they communicate, is there a family relationship

degree; to stay with the social network analysis example.

Researchers have been trying to solve the aforementioned analysis problems through

either automatic data analysis or interactive visualization approaches. However, what is

needed is an integrated visual analytics approach, where the machine –based on quality

metrics– automatically searches through a large number of potentially interesting data

transformations and mappings, and the user interactively steers the process and explores

the output through visualizations. One specific example of the above data transformation

would be the selection of a “good” matrix reordering (algorithm), such that an interpretable

and useful matrix plot is generated.

This Ph.D. thesis aims at advancing the area of quality-metric-driven visual analytics.

While many early approaches [PWR04; BS06a; WAG05; KC03] were focusing on the removal

and detection of noise and clutter from visualizations, we are advancing the state-of-the-

art to analyze, find and retrieve visual patterns and anti-patterns, such that the user

may –for example– develop an intuition how patterns are distributed in the dataset.

Consequently, an important research question is how to quantify the quality of data

transformations and visual mappings concerning the resulting visual (anti-)patterns. The

main purpose of quality-metrics-based algorithms is to aid the user in the selection of

promising data transformations and visual mappings. The algorithms search through

large sets of configurations and suggest one or more solutions to the users, who evaluate

them and use their insights to steer the analysis process. Since the automation aims at

easing the work of the user, we have developed interactive exploration approaches that

help to model reflect users’ intentions.

1.2.3 | Exemplified Quality-Metric driven Exploration Workflow for

Matrix-based Representations

In an exemplified usage scenario for quality-metric driven exploration a user would

have to analyze a large set of matrix plots/images for the visual patterns they contain.

These scenarios occur regularly, e.g. in the medical data domain, where brain activity
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maps are generated in millisecond time intervals and –for example– deviations from

the baseline brain activity maps are to be retrieved. Another application scenario is the

performance analysis of massively parallel computing systems. One application run

on an HPC cluster can produce many time-dependent performance measures in (sub-

)millisecond intervals for many clusters and many computing nodes. One standard data

transformation approach is to map one performance measure correspondence on a virtual

2D grid, where every row/column corresponds to one computing node in the network.

This spans a large multiplicative exploration space, which needs to be assessed for the

patterns it contains.

Two information visualization related approaches can come into play to explore these

large exploration spaces: (1) Overview-First approaches would show the distribution of

patterns in the data set at hand and (2) Explore-First approaches would show a sampling

of all images and request feedback whether the chosen samples are of interest or not. In

both cases, it is beneficial for the user and/or the system to maintain information about

the distribution of (anti-)patterns in the data. Thus, the user can be guided to interesting

findings, while the information that, for example, a great share of the data set contains

anti-patterns is still accessible and informative.

1.3 | Scientific Contributions and Structure of the Thesis

In the following Section, we will list the primary contributions of this thesis. After enumer-

ating the contributions, we will elaborate on the impact of the individual contributions in

their specific research domains.

C1: A survey of the state-of-the-art for matrix reordering approaches
Section 2.3 focuses on a description of algorithms to reorder visual matrices of tabular

data and adjacency matrix of networks. The goal is to provide a comprehensive list of

reordering algorithms published in different fields. We are describing the reordering al-

gorithms in a unified manner to enable a wide audience to understand their differences

and subtleties. Also, we tackle the general question “What is a good reordering?”, and

give practical guidance on which algorithm to choose for a specific data set at hand.

C2: Glyph-representations for enhancing the effectiveness and expressive-
ness of matrix-based representations
In Chapter 3 and specifically in Section 3.4 we collect several approaches to enhance

the exploration of multi-dimensional data. As a common ground, these approaches

base mainly on the combination of (complex) glyph designs and matrix representations.

Specifically, we will show a sunburst glyph for the exploration of multi-dimensional

numerical data, a glyph to compare rankings and orderings and a time-series statistic

glyph and evaluate their usefulness in respective case studies.
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C3: Visualization and Navigation approaches for large matrix spaces
We present in Chapter 3 and specifically in Section 3.5 our approaches for navigat-

ing and exploring large matrix spaces. We developed an interactive Overview-First

and Detail-on-Demand interface based on the semantic zoom metaphor, which is

contrasted by the Small Multiple approach.

C4: Automatic support for pattern retrieval in matrix-based representations
As one of the core chapters of this dissertation, Chapter 4 contributes with (a) engi-

neered feature descriptor approaches, (b) learned feature extraction approaches, and

(c) a data-space feature descriptor approach to the pattern-driven exploration vision.

Section 4.4 presents and analyzes several new and established feature extraction ap-

proaches designed to model specific visual patterns. As an alternative to image-space

measures, we present in Section 4.5 an approach that extracts structural informa-

tion solely from the data space. Section 4.6 contrast engineered feature extraction

approaches with a convolutional neural network that learns in an unsupervised man-

ner, which of the structural matrix image characteristics map to which matrix pattern.

In Section 4.7, we critically compare all developed approaches on their retrieval and

runtime performance.

C5: Relevance feedback-driven exploration framework for large view
spaces
In Section 5.7 we will present one potential solution to the interesting view problem

in large view spaces. Especially, in the analysis of multivariate, high-dimensional or

relational data one challenging problem is that the number of possible representations,

which might contain relevant information, grows exponentially with the number of

data dimensions. In contrast to Focus+Context or semantic zoom interfaces (cf. Sec-

tion 3.5), we propose a framework for a feedback-driven view exploration, inspired by

relevance feedback approaches used in Information Retrieval. Our basic idea is that

users iteratively express their notion of interestingness when presented with candidate

views. From that expression, a model representing the user’s preferences is trained and

used to recommend further interesting view candidates. A decision support system

monitors the exploration process and assesses the relevance-driven search process for

convergence and stability.

C6: User-guided interactive similarity steering
Adapting the similarity calculation is a core user interaction in the visual analytics

pipeline and has a direct impact on the algorithm and model performance. We present

in Section 5.6.1 theoretical considerations and practical implementations for a user-

guided similarity adaption. Specifically, the presented approach considers the rows

and/or columns of a matrix as the basic elements of the analysis. We project these

vectors for pairs of matrices into a low-dimensional space which is used as the reference

to compare matrices and identify relationships among them. Bipartite graph matching
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C1
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C2
Glyph

Designs

C3
Matrix Space

Navigation

C4
Pattern
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C5
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Feedback

C6
Steerable
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C7
Steerable

Reordering

Computer Science ••• •◦◦ ◦◦◦ ••◦ •◦◦ •◦◦ ◦◦◦
Data Analysis Domain •◦◦ ◦◦◦ ◦◦◦ ••• •◦◦ •◦◦ ◦◦◦
Information Visualization ••• ••• ••• ••◦ •◦◦ ••◦ ••◦
Visual Analytics ••◦ •◦◦ ◦◦◦ ••• ••◦ ••• •••

Table 1.1 Mapping of the relative importance of the thesis contributions to their respective research
domain. Rating schema: No relevance ◦◦◦, some relevance •◦◦, largely relevant ••◦,
highly relevant •••

is applied to the projected elements to compute a measure of distance, which can

be interpreted and manipulated as a visual distance function. The projection space

gives rise to a steering mechanism to control the fuzziness in inexact graph matching

problems. We introduce a set of interactions to steer the similarity computation and

perceive its outcome visually.

C7: User-steerable iterative matrix reordering
In line with the fundamental goal of Visual Analytics to increase the transparency of

black-box algorithms, we present in Section 5.4 an approach to interactively guide and

understand the complex processes in matrix reordering algorithms. We modularize

the reordering process by enabling users to select groups of similar rows (or columns)

and to apply local sorting algorithms to those rows. In this way, users can apply their

knowledge to optimize the results of global reordering algorithms locally.

1.4 | Citation- and Contribution Clarifications Rules

As it is the accepted scientific practice and guidelines of the research community in

computer science, all the major contributions of this thesis are published in journals and

conference proceedings. I retain the copyright of all my publications that are used in this

thesis. To be as transparent as possible, I state the origin of the text I produced. This also

serves the goal to avoid any suspicion about plagiarism and self-plagiarism. Generally, I

follow the current understanding of the citation rules as indicated by the German Research

Foundation (DFG).

This resulting thesis is a trade-off between a nicely readable thesis (rewriting of all

my peer-reviewed articles) and a thesis following the strictest citation rules (quoting all

sections being related to a publication). I decided to put a specific focus on the content,

contributions, and the reader, as I believe these to be most important.

For transparency reasons, I will state at the beginning of each chapter from which

publication the content is taken from. In this thesis, I follow the subsequent citation rules:



1.4 Citation- and Contribution Clarifications Rules | 17

• For each cited own publication, I list the contributions of all authors in the Ref-

erence section. To be transparent about the work of the co-authors, I will give a

contribution clarification for every written/co-authored paper. The intuition here

is to split up between: (a) conceptualization (e.g., ideas and research approach)

(b) implementation/instantiation effort (c) paper writing and (d) supervising the

efforts.

• For each Chapter, we state the primary publication(s) from which the text and

figures are adapted or taken. In the prominent boxes at the beginning of every

chapter the title, all author names, the publisher and additional information are

given. Individual (sub-)sections are not further marked as adapted or taken over.

• For sections that are adapted from my authored or co-authored research proposal

text, I state the name of the funded project and my involvement. Most of the text was

written or co-authored by myself, but may have been textually revised by colleagues.

These are not classical publications in the sense that a bibliographic reference can

be given. However, all works can be accessed on request.

• I differentiate between three different kinds of integrating already published works

into this thesis:

– Quoted paragraphs are not written by myself and contain contributions of

other authors.

– Sections “taken from” my publications are copied and differ only in slight

wording changes. These sections contain my own contributions, and I did all

writing myself or rephrased the sections during the paper writing process.

– Sections “adapted from” a publication are mostly rephrased and the content

has been modified. These sections contain my contributions but were changed

to fit nicely into this thesis.

– Every section that is “adapted” from a research funding proposal was written,

co-authored or inspired by my ideas. These sections are marked by a specific

footnote.
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The focus of this Chapter is to collect and interlink all necessary background informa-

tion for a pattern-driven analysis in matrices. Section 2.1 motivates pattern-driven

analysis in general and in particular for matrix visualizations and discusses its relation-

ship with quality-metric driven analysis for visualizations. One important Section of

this Chapter is Section 2.1.3 where visual matrix patterns are systematically collected

and discussed in relationship with their graph-theoretic interpretation and poten-

tial analysis tasks. In Section 2.2 we will give definitions for the primary terms used
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throughout this work and Section 2.3 will show the current state-of-the-art for matrix

visualizations.

The main contribution of this Chapter is a discussion about visual patterns in matri-

ces, considerations why these patterns should be focused in matrix analysis scenar-

ios and which pattern generation processes –in our case primarily matrix reordering

algorithms– tend to produce which patterns. Therefore, we survey in Section 2.3.3 the

state-of-the-art for matrix reordering and give practical guidelines when to use which

algorithm.

This chapter is based on the following publication:

“Matrix Reordering Methods for Table and Network
Visualization”

Behrisch, Bach, Riche, Schreck, and Fekete.

Computer Graphics Forum, Eurographics Conference on Visualization

(EuroVis 2016), The Eurographics Association and John Wiley & Sons Ltd.,

2016, 35, 693-716. [Beh+16]

Parts of the introductory Section 2.1 are adapted and/or taken from the text/figures I have writ-

ten/developed for the German Research Foundation (DFG) research proposal “Transregional

Collaborative Research Center 161 Quantitative Methods for Visual Computing.”
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2.1 | Towards a Pattern-Driven Analysis of Matrix-based

Representations

In this Ph.D. thesis, we aim to advance the area of quality-metric-driven visual analytics

to analyze, find and retrieve visual patterns and anti-patterns, such that the exploration

process can be enhanced or improved with this information (see also: Section 1.2.2).

The original information visualization pipeline [Shn96; CMS99a] models the main

steps required for transforming data into visualizations. However, when we focus on the

visualization of data patterns, a practical problem arises: while the process as a whole

is still valid, the number of possible combinations of the given options in each step is

so high that it is impractical to find the most effective ones interactively. For example, if

the original data has dimensionality n = 10 (still a quite low number) and the number of

available visual parameters is k = 3 (e.g., a matrix plot with the following visual primitives:

x-index, y-index, and color), the number of alternative mappings is already more than

n!/2∗|color s| = 1.814.400∗|color s| (the number of sequences without repetition).

In past decades, various quality metrics for data visualization have been investigated.

These approaches try to assess the quality of a visualization by abstractly quantifying its

information content [Ber+11c]. Thus, one of their primary goals is to group and rank

visualizations according to their potential task relevance. Early attempts to calculate

quality metrics on top of visualizations can be traced back to the work of Tufte [TG83],

where he proposed metrics such as the data-ink ratio and the lie factor, which optimize the

use of the visualization space and reduce the distortions that visualizations may introduce.

Later in 1997, Brath proposed a rich set of metrics to characterize the quality of business

visualizations [Bra97] and, around the same period, Miller et al. advocated the use of

visualization metrics as a way to compare visualizations [Mil+97].

Many different aspects of visualizations have been considered for measuring the qual-

ity of visualizations. Ware et al. [War+02] worked on cognitive measurements of graph

aesthetics and defined a novel set of metrics for graph drawing. In the visualization com-

munity, several papers propose some form of quality measures. Examples are measures

for clutter reduction in visualizations [PWR04] and [BS06a], graph-theoretic measures

for scatter plot matrices [WAG05], and metrics based on a class decomposition in linear

projections [KC03]. Quality metrics specifically for the context of clutter reduction and

visualization scalability were applied in [JJ09]. In recent years extensive research has been

conducted in the field of visual analytics, which strives to combine computational meth-

ods and visualizations (see [Kei+10b] for an overview). Quality metrics are one promising

possibility of such a combination as demonstrated in studies on pixel visualization tech-

niques (e.g., [Kei00], [SSK07], [Kei+10a]) and high-dimensional data visualizations (cf.

[Tat+11; Tat+10]). Also, quality metrics for high-dimensional data visualizations have

been studied extensively. In two separate papers [Tat+11; Tat+10] Tatu et al. compare the
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quality metrics for scatter plot visualizations and propose automatic analysis methods

to extract potentially relevant visual structures from a set of candidate visualizations.

Sips et al. [Sip+09] introduce a measurement for scatter plot ranking with classified and

unclassified data. They propose two additional quantitative measures, one based on the

distance to the cluster centroids and another based on the entropy of the spatial class dis-

tributions. Dasgupta et al. investigated the quality metrics for parallel coordinates [DK11].

Furthermore, prior studies showed how visualizations can support feature selection and

optimization in 3D models [SFK08] or exploration of chemical compounds [Ber+11b;

Str+12].

Many prior papers categorize existing work in the visualization area. To name just

some recent ones, Tory and Möller [TM04] provide a taxonomy to describe scientific

visualization and information visualization under the same structure. Ellis and Dix pro-

pose a clutter reduction taxonomy for a large number of existing clutter reduction tech-

niques [ED07]. Segel et al. [SH10] identify common design patterns using a large number

of storytelling visualizations. Bertini et al. [Ber+11c] investigate overview and systematiza-

tion results of quality metrics in high-dimensional data. All these prior works organize

aspects of data visualization by starting with a detailed analysis of the prior work.

Since our proposed research framework for a pattern-driven analysis of matrix-based

representations (as described in Section 2.1.4) is related to the standard visualization

pipeline, we briefly discuss existing data processing pipelines. The standard information

visualization pipeline has been presented by Card et al. [CMS99b] and is widely accepted

in the community. This pipeline includes four data stages: raw data, table data, visual

structures, and views to transform the data. Chi proposes a new way to taxonomize infor-

mation visualization techniques by using the Data State Model [Chi00], which is largely

based on the information visualization pipeline. This model classifies visualizations

according to how they use the operators in the pipeline. The KDD pipeline [FPS96b] devel-

oped in the early nineties describes the data processing steps in several stages: selection,

pre-processing, transformation, data mining, interpretation/evaluation, leading to a final

stage of knowledge generation.

2.1.1 | Quality Metrics Derived from Image Space.

While quality metrics derived from the data space deal with data characteristics, such as

(statistical) noise or cluster properties, quality metrics derived from the image space try

to reflect the human pattern recognition process. Image-space quality metrics work with

the assumption that the algorithm selects what the user would choose as interesting if

he/she was able to visually inspect the whole set of transformations. Hence, visual-quality

analysis aims at partially substituting human vision with image processing algorithms by

closely matching the algorithm’s results with the users’ perception. Initial work to validate
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this approach has been conducted to study the relationship between what the user sees

and what the machine selects in [Tat+09].

Visual-quality analysis –and image-space quality metrics– can be used to reduce the

vast exploration space size as it typically exists in relational and high-dimensional data

analysis. Bertini, Buchmüller, Fischer, Huber, Lindemeier, Maass, Mansmann, Ramm,

Regenscheit, Rohrdantz, Scheible, Schreck, Sellien, Stoffel, Tautzenberger, Zieker, and

Keim [Ber+11c] structure visual-quality analysis process into three distinct assessment and

processing steps: (1) Creating alternatives, (2) Evaluating alternatives and (3) Producing

a final representation. In the first step, the system creates alternatives, which can be

derived based on the specific application at hand. This can be different data subsets,

mappings or views. In most of our cases, we vary the matrix reordering algorithm on one

graph to take advantage of the different patterns they are able to reflect. In the second

step, these (potentially virtual) alternatives are evaluated by computing a measure of

their information content. The third step comprises an analysis of the produced visual

quality scores. This can be the mere ranking of the alternatives, but could also incorporate

more sophisticated data mining processes, such as clustering or classification. In this

thesis, we evaluate the produced alternative wrt. the contained visual patterns. In a visual

analytics-driven scenario, the user can interact with the process by setting parameters or

by evaluating the resulting views.

Several papers have been published –mostly in the context of high-dimensional data

analysis– that use image-space quality metrics as a way to reduce the search for interesting

subspaces. The visualization of high-dimensional data is a beneficial study object for

image-based quality metrics because the number of dimensions that can be displayed in a

visual representation at once is very limited. Well-known visualization techniques, such as

parallel coordinates or scatter plot matrices, reach their limit as the number of dimensions

exceeds 10 to 15. Accordingly, many projections –typically 2D– for the same dataset have

to be rendered and evaluated. The basic idea behind the use of quality metrics is to let

the system analyze this larger number of low-dimensional subspaces and to choose only

those that contain interesting patterns.

Tatu et al. and Albuquerque et al. introduced the use of quality metrics with scatter

plots and sampling [Tat+10; Alb+09] and discussed their broader use in a number of

publications. In a recent publication [Tat+12], several metrics and algorithms were intro-

duced to identify interesting subspaces in scatterplots and parallel coordinates. Bertini

et al. classified quality metrics according to several factors, among others the applied

visualization technique and their purpose [Ber+11c]. The majority of quality metrics is

designed for scatter plots or parallel coordinates. Histograms can be evaluated by the

Rank-by-Feature framework [SS04; SS05]. Quality metrics designed for pixel-based visual-

ization techniques (i.e., each data point corresponds to a pixel), particularly for JigSaw

maps, are for example the Noise-Dissimilarity measure of Albuquerque et al. [Alb+10], or
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the entropy and standard deviation that are used in the Pixnostics framework of Schnei-

dewind, Sips, and D. A. Keim [SSK06]. Both have the purpose of finding a clutter-free

visual mappings/transformations.

2.1.2 | Pattern-Driven Visual Analytics

Most of the works in the field of quality-metric-driven visual analytics are focusing on the

extraction and quantification of clutter or noise in a visualization. Yet, in this work we are

enlarging the scope of separating inappropriate –since noisy– visualizations from the use-

ful visualizations by describing the information content with respect to the visual patterns

they contain. With this extension to the standard quality-metrics-driven exploration, we

allow analysts to explicitly state his/her task at the beginning of the analysis process and

retrieve only the information that fits his/her needs.

More specifically, we are broadening the scope of the initial work by investigating novel

and a significantly larger amount of engineered image processing techniques and validate

the usage of learned feature extraction mechanisms for a pattern-driven visual analytics

process. We constructed a ground truth data set of 5,570 artificially generated matrix

images to validate our pattern assessment techniques for matrix-based representations.

This ground-truth data set allows us to numerically quantify the performance of each

investigated image analysis method and helps us to tackle part of the research question:

“Which quality metric to use for which task at hand?” (c.f. Chapter 4).

2.1.3 | Structures and Visual Patterns in Matrix Visualizations

The core analysis goal of a pattern-driven visual exploration is to determine and quantify

the occurrence of visual patterns. Therefore, we are focusing in this section on the central

question: “Which visual patterns and anti-patterns should be retrieved for matrix-based

representations?” and “How do these structural features relate to the human perception?”.

As already noted in the Introduction Chapter (Section 1.1.1) visual patterns in matrices

are “generated” by choosing an appropriate permutation of rows and columns (matrix

ordering). Figure 1.1 shows the same data set, but with distinct orderings that differ in

their visual characteristics; distribution of cells, the number of blocks, the size of blocks,

clarity of blocks. Each of the orderings highlights or hides certain characteristics of the

underlying data set such as the number of clusters, similar elements, and outlier. The

matrix in Figure 1.1(b) shows an equal distribution of cells which implies no particular

structure in the data (random data). Figure 1.1(c) shows a continuous band along the

matrix diagonal, with a single isolated block. Finally, Figure 1.1(d), (e) show two isolated

blocks, but at different corners of the matrix.

Formally, reordering an undirected network G consists in computing one permutation

π from the set S of all possible row-/column permutations that maximizes or minimizes
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an objective function q(π,G), such that:

argmin
π∈S

q(π,G) (2.1)

For example, q can compute the sum of distances d(vi , v j ) between vertices according to

the order π; Equation 2.1 would find π ∈ S that minimizes this sum.

A brute-force approach to return an optimal solution for the permutation problem on a

symmetric matrix would require n! computations, which renders impractical when n gets

large. Since a directed network requires two permutations, one πr for the rows and one πc

for the columns, a brute-force approach would actually require n!×m! computations.

In addition, there is no consensus of an objective function q in the reordering literature.

Therefore, we cannot understand the reordering problem as a pure optimization problem

and need to consider reordering algorithms according to the structures they reveal visually.

Therefore, the goal of matrix reordering is to make visual patterns emerge, which

represent data properties of the underlying network. To understand why this is possible,

it is essential to realize that the order of matrix rows and columns can be freely changed

without changing the data in the matrix.

Extending Wilkinson’s and Mueller et al. [Wil05; MML07] work, we list below main

visual patterns in matrix-based representations along with their graph-theoretic interpre-

tations.

1
2
3
4
5
6
7
8

1 2 3 4 5 6 7 8

9
10

9 10

Block Pattern (P1 ): Coherent rectangular areas appear in ordered

matrix plots whenever strongly connected components or cliques are

present in the underlying topology. The figure shows 4 disconnected

cliques (complete sub-graphs) containing 4, 3, 2, and 1 vertices. Math-

ematically, these matrices are called block-diagonal matrices.

Block-diagonal forms are central in the analysis of matrices since they directly relate to

partitioning and grouping tasks of the data. Blocks visually represent that their contained

vertices share a similar connection characteristic. In a network analysis scenarios, these

blocks would be referred to as cohesive groups or clusters. Clear block patterns help to

count clusters, estimate cluster overlap and identify larger and smaller clusters. Further-

more, many networks show block patterns with missing cells, meaning that clusters have

missing connections (i.e., holes) or being connected to other clusters (i.e., off-diag. dots).
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Off-diagonal Block Pattern (P2 ): Off-diagonal coherent areas corre-

spond to either sub-patterns of a block pattern or relations in a bigraph.

In the first case, the off-diagonal pattern would be visible in addition

to the previous block pattern, and show connections between cliques.

Off-Diagonal blocks map to the user task of understanding how group-

s/entities are connected. In the graph task taxonomy of Lee [Lee+06], this pattern would

https://en.wikipedia.org/wiki/Block_matrix#Block_diagonal_matrices
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allow approaching adjacency assessment and overview tasks. In the case of a bigraph, the

off-diag. pattern would show consistent mappings from e.g., a set of authors to a set of

documents. Just like the diagonal block pattern, off-diagonal blocks can contain missing

connections.
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Line/Star Pattern (P3 ): Continuous horizontal and vertical lines are

present in matrix plots if a vertex is strongly connected to several distinct

other vertices.

This pattern helps the analysts to understand and reason on the general

connectivity aspects within the network. In a network analysis scenario

lines would refer to hubs, i.e., nodes with many connections. The length of a line thereby

indicates the number of connections (node degree).
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Bands Pattern (P4 ): Off-diagonal continuous lines refer to paths and

cycles, or meshes in a network. They represent a set of vertices with a

few connections to other vertices. Visually, this pattern can regarded

as a special case of the line pattern and is useful whenever (adjacency)

relationships and connectivity aspects are in the user focus [Lee+06]. In

a network analysis scenario bands would refer to connection paths and transition chains,

where the width of the band visually depicts how many distinct paths could be used.
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Noise Anti-Pattern (A1 ): Noise (also called salt-and-pepper) is the

classic anti-pattern for a matrix plot. It can be found whenever the row-/

column ordering is not able to reveal the underlying graph topology or if

simply no structure exists. However, submatrices can occur to be noisy,

even if other submatrices show structure. Moreover, a matrix can be

noisy or show structure on different levels: locally, i.e. for subgraphs (submatrices), and

globally, i.e. the entire graph (matrix).

The distinction between anti-patterns and the mentioned (interpretable) visual patterns

helps to develop an overview of the topological aspects of the network at hand.
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Bandwidth Anti-Pattern (A2 ): Bandwidth- or sparsity patterns visu-

ally group non-zero elements (connections) within an enclosure around

the diagonal. This pattern adds little interpretation asset to the matrix

plot if the inner part of the bandwidth enclosure reveals no structure.

Bandwidth patterns are typical for breadth-first search algorithms where

the outer border depicts the stop criterion of the enumeration (cf. Section 2.3.3).

However, similarly to the noise anti-pattern, bandwidth patterns allow to reason on the

absence of (expected) topological aspects and facilitate thus overview and exploration

tasks [Lee+06].

https://en.wikipedia.org/wiki/Salt-and-pepper_noise
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Figure 2.1 Research Framework for a Pattern-Driven Exploration of Matrix-based Representations.

Since any graph motif has a corresponding visual pattern in a visual matrix, we only

describe the most important ones above. Real world graphs exhibit a mixture of overlap-

ping patterns appearing at different scales. Hence, the visual patterns we describe are

not always clearly discernible (Figure 1.1) and may appear merged together. Reordering

algorithms take into consideration different aspects of the topology, inducing different pat-

terns. Others directly optimize for specific patterns. Note that several of these algorithms,

however, fail to reveal any pattern or introduce visual artifacts.

2.1.4 | Research Framework for Pattern-Driven Exploration of

Matrix-based Representations

To achieve our central goal of establishing a pattern-driven analysis of matrix-based

representations we follow a research methodology as outlined in Figure 2.1 and described

in the following. We motivate each of the steps and outline the main involved research

challenges.

Data Transformation (Pattern Generation): The primary data transformation for ma-

trix visualizations is to change the ordering of the rows and columns. To understand and

validate the impact of this pattern generation process on the analysis outcome, we have

surveyed the state-of-the-art of matrix reordering algorithms. While one research goal

of the survey was to provide a comprehensive list of reordering algorithms along with a

description of the algorithms’ characteristics, another core research focus was to discuss

and outline potential research directions. Although excerpts of the survey are presented

throughout of this Ph.D. thesis, which also undermines the importance of the work for

this thesis, the core considerations are presented in Section 2.3.3.

Feature Extraction (Pattern Description): The next step is the extraction of features

from the visual representations as the basis for similarity computation. In general, two

solution spaces can be feasible to compute descriptive features: (i) Data-space features

are considering among others statistical distributions, clustering coefficients, or graph-

theoretic measures to describe the relational data and have the advantage to abstract

from a potentially misinterpretable matrix reordering and (ii) Image-based features are
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considering solely the visual representative (matrix plot) of the relational data, which has

the advantage that the feature engineering process may be understood as a modeling

of the human’s visual perception. Most existing image features have been proposed for

retrieval of real-world images or the detection of real-world objects or scenes in images. In

one of the core chapters of this thesis (Chapter 4), we systematically explore which existing

image features are applicable for retrieval of patterns in matrix-based representations.

Therefore, we compare existing image features for their applicability, but also define new

feature extractors especially designed and suitable for matrix plots.

The main research goal is to understand how image analysis methods can be applied

or modified for the goal of feature extraction from image abstractions of complex data.

Similarity Calculation (Pattern Retrieval): Indispensable for an analytic reasoning in

large matrix spaces are similarity functions, which measure the degree of similarity (or

distance) between two given matrices. Similarity functions are the basis for any ranking

method (for search tasks), or for clustering data by similarity or assigning descriptive

labels in a classification task. A core scientific challenge is that the definition of similarity

functions for a pattern-driven analysis can be complex and even subject to change during

the analysis process. Even more challenging is that the knowledge of the user and/or

the application context may influence the notion of similarity. To tackle some of the

mentioned research questions, we are incorporating ideas from the Visual Analytics

domain, where the user may interactively steer the similarity calculation algorithms

to reflect the current needs. Chapter 5 presents these approaches and showcases their

usefulness in application scenarios.

Application Design and User Interaction; Pipeline Extension towards VA: We study

the above-mentioned pattern generation, feature extraction and similarity steering ap-

proaches in the context of prototype applications and integrated prototype modules. As

an example, we developed the “Matrix Projection Explorer”, e.g., depicted in Figure 5.11,

which serves as the basis for the projection-based similarity calculation between ma-

trices (cf. data-space feature descriptor), ranking and clustering applications and rank-

ing/ordering comparison visualizations (see: Section 3.4.2). Similarly, the user-guided

matrix reordering approach (presented in Section 5.4), as well as an early prototype for

MAGNOSTICS (image-space driven feature extraction for matrix patterns; see Section 4.4)

are incorporated as modules in the Matrix Projection Explorer. Coupling these research

ideas –or prototype implementations thereof– within one infrastructure allows estab-

lishing a matrix analysis suite, in which findings from one module may be transferred

to the next module, thus contributing to the Visual Analytics idea. As an example, the

findings from an initial ranking may be used in a user-driven feedback loop to adjust the
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matrix reordering process and/or the feature description process, which in turn allows to

gradually improve the ranking results.

However, also a range of other less coupled prototypes were developed. For example,

the MAGNOSTICS feature descriptor stands on his own, but can be integrated into retrieval

applications (showcased in Section 4.8) for a pattern retrieval task, but also can be used as

a quality function for matrix reordering thus allowing a matrix reordering algorithm to be

steered towards a specific analysis pattern.

2.2 | Background and Definitions

We introduce the concept of a matrix based on the more formal definition of graphs.

Graphs are an accepted and well-studied subject in computer science. Interestingly,

many problems from graph visualization directly relate to the problems and challenged

described here in this thesis (see also: Section 1.1).

A graph G is a couple (V ,E) where V is a set of vertices, and E is a set of edges where:

V = {v0, · · · , vn},

E = {e0, · · · ,em},e ∈V 2 (2.2)

A directed graph is a graph where the two vertices associated with an edge are consid-

ered ordered. An undirected graph is a graph where the vertices associated with an edge

are not ordered.

We use the term network to describe the graph topology as well as attributes associated

with vertices (e.g. labels) and attributes associated with edges (e.g. weights). Most

networks used in this survey have names associated with vertices, and positive weights

associated with edges. A weighted graph GW adds a weight function w(e) to G so that:

w(ei ) = wi ,with wi ∈R+ (2.3)

An ordering or order is a bijection ϕ(v) → i from v ∈V to i ∈ N = {1, · · · ,n} that asso-

ciates a unique index to each vertex. A network usually comes with an arbitrary ordering

reminiscent of its construction or storage. We call that order the initial order noted ϕ0(v)

to distinguish it from a computed order. A transformation from one ordering to another is

called a permutation π. Formally, a permutation is a bijection π(x) → y such that:

π(xi ) = yi , (x, y) ∈ N 2 where yi = y j ⇒ i = j (2.4)

It is usually implemented as a vector containing n distinct indices in N . We call S the set

of the n! possible permutations for n vertices. A permutation can also be represented as a

n ×n matrix P with all entries are 0 except that in row i , the entry π(i ) equals 1.
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

1 1 0 0 1 0
1 0 1 0 1 0
0 1 0 1 0 0
0 0 1 0 1 1
1 1 0 1 0 0
0 0 0 1 0 0





0 2 0 0 1 0
2 0 1 0 3 0
0 1 0 3 0 0
0 0 3 0 2 2
1 3 0 2 0 0
0 0 0 2 0 0





2 0 0 0 0 0
0 3 0 0 0 0
0 0 2 0 0 0
0 0 0 3 0 0
0 0 0 0 3 0
0 0 0 0 0 1


Figure 2.2 A simple labeled graph, its adjacency matrix, its weighted adjacency matrix, and its

degree matrix

Alternatively to the representation by a tuple of sets (V ,E ), a graph can be represented

by different matrices.

An adjacency matrix of a graph G is a square matrix M where the cell mi , j represent the

edge (or lack of) for the vertices vi and v j . It is equal to 1 if there is an edge e = (vi , v j ) and

0 otherwise. When the graph is weighted, mi , j represents the weight (for clarity purposes,

we restricted weights to be strictly positive in Equation 2.3).

M =


m1,1 · · · m1,n

...
. . .

...

mn,1 · · · mn,n

 (2.5)

Another less common possibility, since lossy, representation of a graph is to denote

only the vertex degrees: The degree matrix D is defined as:

D = di ag (deg r ee(v1), . . . ,deg r ee(vn)).

The Laplacian matrix representation, also known as Kirchhoff matrix or admittance

matrix can be formulated with the help of the aforementioned equations:

L = D −M .

This matrix form has applications in spectral clustering approaches for graphs and

spectral reordering methods for matrices, where this representation is used to find a

partitioning of the underlying data (see also: Section 2.3.3).

A bipartite graph or bigraph is a graph G = (V1,V2,E) where the vertices are divided

into two disjoint sets V1,V2, and each edge e connects a vertex in V1 to a vertex in V2:

V =V1 ∪V2,V1 ∩V2 =; such that e ∈ E =V1 ×V2 (2.6)

The adjacency matrix of a bigraph is generally rectangular, composed of V1 in rows and

V2 in columns to limit empty cells. We consider a general data table, such as data presented

in spreadsheet form, a valued bigraph. A classic example of a bigraph is a document-

author network with a single relation is-author connecting authors to documents. The
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adjacency matrix of such bigraph includes authors in rows (respectively in columns)

and documents in columns (respectively in rows), a value of 1 marking the authoring

relationship, and a value of 0 otherwise.

2.2.1 | Related Concepts

In addition to the previous definitions and notations, this work frequently bridges graph

concepts with linear algebra concepts. Since readers might not be familiar with these

relationships, we summarize them here, introducing concepts often used in this thesis.

Adjacency matrices typically bridge graph theory and linear algebra, allowing the

interpretation of a graph as a multidimensional (n-dimensional for n vertices) linear

system, and vice-versa. We list below several properties of networks when considered as

adjacency matrices.

• When encoded as an adjacency matrix, a vertex becomes an n-dimensional vector
of edges (or edge weights). When the network is undirected, the matrix is symmetric
and the vectors can be read horizontally or vertically. Otherwise, two vectors can be

considered: the vector of incoming edges, and the vector of outgoing edges.

• Since vertices are vectors, a distance measure d(x, y) can be computed between two

vertices (x, y) ∈V 2 (or a similarity or dissimilarity measure s(x, y)). For example, the

Euclidean distance L2: d(x, y) between vertices x and y is:

L2(x, y) =
√ ∑

k∈[1,n]
(xk − yk )2 (2.7)

• Several reordering algorithms use a distance matrix (or similarity matrix) as input,

which is a symmetric positive definite matrix D containing the pairwise distances

between multiple vectors. From the n ×n adjacency matrix of an undirected graph,

one symmetric distance matrix can be computed of size n ×n. From a general

n-rows × m-columns matrix, two distance matrices can be computed: one of size

n ×n for the rows (m-dimensional vectors we will call A), and one of size m ×m

for the columns (n-dimensional vectors we will call B). A distance matrix is always

symmetric and positive (it is positive-definite mathematically speaking).

• A particularly important distance matrix is the graph distance matrix, which con-

tains the length of the shortest path between every pair of vertices for an undirected

graph. Note that a distance matrix or more generally a positive-definite matrix can

also be interpreted as an adjacency matrix of a weighted undirected graph. Note also

that any symmetric matrix can be interpreted as an adjacency matrix of a valued

undirected graph (a graph where each edge has an associated value).

• From any undirected graph, or positive-definite matrix, many graph measures can

be computed. These can serve as objective functions to minimize or as quality mea-

https://en.wikipedia.org/wiki/Positive-definite_matrix
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sures of reordering algorithms. We describe three key measures below: bandwidth,

profile, and linear arrangement.

Let us call λ(u, v) the length between two vertices in G , given a one-dimensional

λ(u, v) the length between two vertices in G , given an alignment of the vertices

ϕ: λ((u, v),ϕ,G) = |ϕ(u)−ϕ(v)|.

Bandwidth BW is the maximum distance between two vertices given an order ϕ.

BW(ϕ,G) = max
(u,v)∈E

λ((u, v),ϕ,G) (2.8)

Intuitively and visually, when looking at the adjacency matrix of an undi-

rected graph (a symmetric matrix), the bandwidth is the minimum width

of a diagonal band that can enclose all the non-zero cells of the matrix. A

small bandwidth means that all the non-zero cells are close to the diagonal.

Therefore, a quality measure is MINBW, the minimum bandwidth of a graph

MINBW(G) = argminϕ∗(BW(ϕ∗,G)). Note that there can be multiple different

orders that achieve that same minimum bandwidth.

Profile PR is:

PR(ϕ,G) = ∑
u∈V

(
ϕ(u)− min

v∈Γ(u)
ϕ(v)

)
(2.9)

where Γ(u) = {u}∪ {v ∈V : (u, v) ∈ E }. Intuitively and visually, the profile is the

sum, for each column i of the matrix, of the “raggedness”: the distance from

the diagonal (with coordinates (i , i )) to the farthest-away non-zero cell for that

column (with coordinates (i , j )). It is a more subtle measure than the band-

width because it takes into account all the vertices and not only the vertex with

the largest length. The minimum profile is MINPR(G) = argminϕ∗(PR(ϕ∗,G)).

Linear arrangement LA is the sum of the distances between the vertices of the

edges of a graph:

LA(ϕ,G) = ∑
(u,v)∈E

λ((u, v),ϕ,G). (2.10)

It is an even more subtle measure than the profile since it takes into account

all the edges. The minimum linear arrangement is therefore formally defined

as: MINLA(G) = argminλ∗(LA(ϕ∗,G)).

• In the context of matrix reordering several data “modes” are to be distinguished: (i)

a two-way one-mode data set describes a matrix, which has columns and rows (two-

way), but only represents one set of objects (one-mode). For example, symmetric

dissimilarity matrices are of the form two-way one-mode. (ii) two-way two-mode
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Figure 2.3 Distribution of papers using matrix visualizations as primary or meta-analysis visualiza-
tions. Blue bars indicate the presence of matrix visualizations within the paper, orange
bars present the usage of matrices for analytic purposes.

data, such as in general non-negative matrices, represent two sets of objects. For two-

way two-mode, an optimal order of columns can depend on the order of rows and

vice versa or it can be independent, i.e., allowing for breaking the optimization down

into two separate problems, one for the columns and one for the rows [HHB08].

2.3 | State-of-the-Art for Matrix-based Visualizations

Matrix representations become increasingly applied in data visualization. This is not at

least due to their primary advantage over node-link representations that they do not suffer

from the occlusion for dense data sets [GFC04].

Today, over 100 papers can be found1 showing either matrices as their primary- or as a

meta visualization to support the analytic process. Matrices are used for the visualization

of graphs and networks (adjacency matrix, e.g., [HF06; Bez+10], similarity and correlation

in data (similarity matrix, e.g., [Foo99; Beh+14b]), or as graphical representations for

quantitative table data (attribute matrix, e.g., [Ber73; IML13; PDF14]).

In the following, we will study the modality of matrix visualizations, their differences

in the level of algorithmic support and their application/usage area, while a special focus

lies on interaction concepts (see: Figure 2.4).

1EuroVis and IEEE Vis publications between 2003 until 2015
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Figure 2.4 State-of-the-Art Categorization for Matrix-Based Representations: We are investigating
(a) the visual appearance of matrix plots, (b) the level of algorithmic support users get
for their analytic questions and (c) the usage scenarios in which matrices are used.

The visual appearance of matrix-based representations can be structured along two

primary axes:

Matrix Layout Visualization approaches that modify, enhance or change the standard

row-/column based layouts.

Cell Appearance Approaches that modify, enhance or change the standard uniform cell

appearance.

In the following, we will give examples and substructuring for each of these groups.

2.3.1 | Matrix Layout Approaches

The visual appearance of matrices is predetermined by its construction approach: Matri-

ces assign a unique spatial unit (cell) for any value that relates two entities in the data set

(two nodes in a network, an entity and/or its attributes, etc.). Mostly, the matrix appear-

ance is predefined by a row-/column based layout scheme, where each cell coordinate

x, y represents the correspondence of dimension x versus the dimension y . We can find

three subcategories:

Standard Row-/Column Layout The Standard Row-/Column Layout, such as depicted

in Figure 2.5a or Figure 2.5b, is the most frequent layouts of matrices, e.g., [Mac+03; BD10;

Bre+11b; Cha+07a; Ham03; Per13; EDF08], which models each dimension as rows and

columns. For example, in Figure 2.5a Henry and J.-D. Fekete use a standard reorderable

matrix to visualize large social networks.Another example is shown in Figure 2.5b, where a

scatterplot matrix provides an overview of all dimensions for navigating and exploring

multidimensional data [EDF08].

Hybrid Layout A matrix can occur embedded in other visual layouts. For example, in

Figure 2.5c Henry, J.-D. Fekete, and McGuffin introduce the combination of node-link

diagrams and matrices for the analysis of large social networks. In Figure 2.5d heat maps

are placed inside a parallel coordinate visualization in order to represent multidimensional
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(a) Standard Row-
/Column Layout
[HF06]

(b) Standard Row-
/Column Layout
[EDF08]

(c) Hybrid Layout
[HFM07]

(d) Hybrid Layout [Lex+12]

(e) Layout Extensions/Adaptions [DWW12] (f ) Layout Exten-
sions/Adaptions
[Bez+10]

Figure 2.5 Examples of various Matrix Layout Approaches: (left) Standard row/column Layout,
(middle) Hybrid Layout (right) Layout extensions/adaptions.

data [Lex+12]. Further examples can be found in [CMP09; Lex+10; Sil+12; Via+10; WYM12;

Yua+13].

Layout Extensions/Adaptions Layout Extensions/Adaptions are a special subcategory

in which the typical layout has been changed to facilitate special analysis purposes. For

example, in Figure 2.5e, Dinkla, Westenberg, and J. v. Wijk present Compressed Adjacency

Matrices to represent and visualize the structure of gene regulatory networks. In another

work, shown in Figure 2.5f, Bezerianos et al. use reoccurring matrix visualization to display

large genealogy datasets. Further examples of this category can be found e.g., in [BPF13;

Goo+05; HSW12; Sed+12; Sip+12].

2.3.2 | Matrix Cell Encodings

In contrast to the previous category, which focused on the layout of each matrix cell, this

subcategory investigates the visual appearance of individual matrix cells. Again several

subgroupings can be distinguished.

Uniform Matrix Cell Representations Matrix-representations with uniform cell repre-

sentations encode the content of all cells in a uniform way, i.e., the data is mapped to
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(a) Uniform Cell Representations in [Bre+11a] (b) Uniform Cell Representations
in [Via+10]

(c) Heterogeneous cell representa-
tion in [IML13]

(d) Heterogeneous cell repre-
sentation in [Mac+03]

(e) Heterogeneous cell rep-
resentation in [MGW11]

Figure 2.6 Uniform and Heterogeneous Representations for Matrix Cells: Standard uniform cell
representations are visually encoding every matrix cells with one selected visual en-
coding. In heterogeneous matrix representations, every cell can show a distinct visual
encoding.

color, glyphs or other visualizations. For example, in Figure 2.6a a color coding is used to

represent similar classification results. Another example is depicted in Figure 2.6b where

Scatter Plots representations are shown within each matrix cell. Further examples of this

category can be found e.g., in [AH04; AAB07; Cha+07b; WYM12; Yan+03; You+13].

Heterogeneous Matrix Cell Representations Matrices may take advantage of multiple

distinct cell representations, i.e., within a matrix different visualization techniques are

integrated. The most general instantiation of this idea is presented by Im, McGuffin, and

R. Leung in their Generalized Plot Matrix GPLOM (depicted in Figure 2.6c). Here, three

different visualization techniques are used for three different data types: Scatterplots for

pairs of continuous variables, heat maps for pairs of categorical variables and bar charts

for the combination of categorical and continuous variables. But already earlier in 2003,

[Mac+03] presented a heterogeneous matrix cell display to show a correlation matrix and

guide the user to interesting data dimension for a further analysis (cf. Figure 2.6d). Further

examples of this category can be found e.g., in [HP11; Lex+12; MGW11; PBK10].
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Robinson [Rob51], Kendall [Ken63], Eisen et al. [Eis+98],
Gelfand [Gel71], Hubert [Hub74], Brusco and Stahl [BS05; BS06b],
Brusco et al. [BKS08], Gruvaeus and Wainer [GW72],
Bar-Joseph et al. [BGJ01], Wilkinson [Wil05], Brandes and
Wagner [Bra07], Behrisch et al. [Beh+12b]

Sternin [Ste65], Friendly [Fri02], Friendly and Kwan [FK03],
McQuitty [McQ68], Breiger et al. [BBA75] Chen [Che02],
Atkins et al. [ABH98], Koren and Harel [Kor05]

Harel and Koren [HK02], Elmqvist et al. [EDF08],
Liu et al. [Liu+03], Spence and Graef [SG74],
Rodgers and Thompson [RT92], Hill [Hil74; Hil79]

Deutsch and Martin [DM71], McCormick et al. [McC+69; MSW72],
Hubert and Golledge [HG81], Niermann [Nie05], Wilkinson [Wil05]

Sloan [Slo86; Slo89], Harper [Har64], Harel and Koren [HK02],
Rosen [Ros68], Cuthill and McKee [CM69], George [Geo71],
Liu and Sherman [LS76], Chan and George [CG80], King [Kin70],
Gibbs [GPS76], Leung et al. [LVW84], Lozano et al. [Loz+12; Loz+13],
Pop et al. [PM14], Lenstra et al. [Len74; LK75], Bentley [Ben92],
Henry Riche and Fekete [HF06]
Hartigan [Har72], Cheng and Church [CC00], Lazzeroni et al. [L+02],
Turner et al. [TBK05], Murali and Kasif [MK03], Kaiser [Kai11],
Prelic et al. [Pre+06], Jin et al. [Jin+08]

Bertin [Ber73; Ber81], Perin [PDF14], Brakel and Westenberg [Bra+13],
Roa and Card [RC94], Siirtola [Sii99], Mäkinen and Siirtola [MS00]

Figure 2.7 The taxonomy of the reviewed algorithms. For each algorithm, the taxonomy reports
first author, the year and the corresponding bibliographic reference is given.

2.3.3 | Automatic Support for Pattern Generation in Matrix-based

Representations

The core algorithmic processing for matrix representations is matrix reordering. How-

ever, other automatic processing techniques may influence the visual appearance of

matrices, too, and should be mentioned for the sake of completeness: For example, (semi-

)automatic aggregation and -filtering techniques are presented e.g., in [Bre+16; Lex+14;

Ale13; Bou+13; Ren+05]. Also, the matrix itself can have dynamic aspects and may change

the cells’ visual appearance or the even the layout during the exploration process. For

example, in [DWW12] a compressed matrix iteratively expands to reflect the user interac-

tions. Similarly, Guo, M. O. Ward, and E. A. Rundensteiner present an interactive system,

in which the data space visualizations (in the form of a SPLOM) and model space visualiza-

tions (in the form of a pixel-based glyph matrix) change its appearance. Other approaches

are automatic Focus+Context suggestions [Goo+05], automatic ranking [Ale13], automatic

view adaption based on interaction gestures [Via+10].

The core visual appearance of matrices is defined by its matrix ordering. Therefore, we

survey in the following algorithms for matrix reordering. Our coverage is not exhaustive
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but biased towards impact publications in the respective sub-domains. There is also a

large number of methods to speed-up or otherwise improve some algorithmic approaches,

but details can be found in the original articles that are cited.

For the purpose of simplicity and understandability, we decided to group the algo-

rithms into seven algorithmic families that arise from the inherently shared reordering

concept, as depicted in our taxonomy in Figure 2.7. While all algorithms share the same

objective of deriving an appropriate matrix reordering, every algorithm itself comprises

its own design considerations and decisions.

Our classification of algorithms is tailored to the central goal of providing guidance on

what algorithm to use depending on the dataset characteristics (e.g. size and structure).

During our research, we examined different taxonomies and orthogonal dimensions to

describe algorithms in a comprehensive way; the domain they were developed in, the

mathematical background, and the kind of information used to determine the distances

between vertices (rows and columns). However, we found that none of those taxonomies

was expressive enough while remaining simple to classify algorithms. Overall, we derived

orthogonal taxonomy families/groups wherever possible, but also use the concept of

overlapping and meta families to stress the importance of shared concepts or to emphasize

particular features.

Multiple Ways of Reordering

We classify the algorithms for computing these permutations, depending on the stages

and intermediate objects required to perform the computation. Figure 2.8 outlines the

steps involved in reordering:

1. Partition the network into connected components and apply the reordering in each

component separately. For the final matrix, the components are usually concate-

nated by decreasing sizes.

2. Transform the data into intermediate objects, such as distance matrices, Laplacian

matrices, or Eigenvector spaces.

3. Create a permutation from those intermediate objects using some permutation

operation,

4. Assess the quality of the obtained permutation. If it is unsatisfactory, create a new

permutation, otherwise

5. Apply permutation to the matrix, i.e. reorder rows and columns in the visual matrix

accordingly.

The following sections will explain which intermediate objects as well as permutation

and quality assessment methods each algorithm group employs.
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Figure 2.8 General process of reordering matrices.

However, other possibilities to structure the landscape exist, as well. An alternative

classification approach is presented on our website: http://matrixreordering.dbvis.de,

where we report on the design space considerations of the respective algorithms. This

changes the focus to the overall question of which design combinations have never been

explored. For this purpose, we derived for every algorithm its primary feature vector

approach (e.g. row-/column vector or Eigenvector), its objective/similarity function (e.g.

Minkowski distance, path length) and the applied linearization method (e.g. dynamic

programming, scalar ordering). We present some interesting findings of this categorization

in Figure 2.3.3.

Robinsonian (Statistic) Approaches

G

DATA INTERMEDIATE OBJECTS ORDERED 
MATRIX

Adjacency Matrix
 (Pre-robinsonian)

Distance  Matrix
(Pre-robinsonian) Robinsonian

a

b

permute()

permute()

Figure 2.9 Robinsonian Matrix Reordering.

The fundamental idea of all

Robinsonian approaches is to re-

order a matrix so that similar

rows (resp. columns) are arranged

close and dissimilar rows (res.

columns) are placed farther apart.

Robinsonian methods com-

pute a similarity matrix from the

A vectors (resp. B) of the (adja-

cency) matrix M . They then try to compute a permutation πr (resp. πc ) to transform these

similarity matrices into a Robinson matrix or R-matrix. An n ×n symmetric matrix R is

called a Robinson similarity matrix if its entries decrease monotonically in the rows and

columns when moving away from the diagonal, i.e., if:Ri , j ≤ Ri ,k for j < k < i

Ri , j ≥ Ri ,k for i < j < k
(2.11)

If instead of computing a similarity we compute a distance, then the entries should

increase monotonically, but the principle remains identical. This property means that

similar vertices are as close as possible in a consistent way.

http://matrixreordering.dbvis.de
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When a similarity matrix can be permuted to become an R-matrix, it is called a Pre-

robinsonian matrix (Pre-R) (see Figure 2.9 (middle)). The challenge is to find the permuta-

tion. When found, this permutation can be applied to the similarity matrix as shown in

Figure 2.9 (middle), but also to the original matrix M .

However, there are similarity matrices that are not Pre-R; in other words, not all the

similarity matrices can be permuted to become an R-matrix. For real world cases, very

few matrices are in fact pre-R. Therefore, two problems arise:

1. When a matrix is Pre-R, how to compute the permutation that transforms it into an

R-matrix form?

2. When a matrix is not Pre-R, what is a good approximation of an R-matrix and how

to compute it?

It turns out that there is a solution to the first question that has been ignored until

recently by the statistical community [ABH98]. However, it does not address the second

question at all. Therefore, the heuristics developed to approximate the general Robinso-

nian problem are still useful since they provide many solutions potentially applicable to

the second question.

Distance/Similarity Measures

The first step to all the traditional Robinsonian algorithms consists in computing the

similarity matrices from the (adjacency) matrix. Computing a distance –similar to the

similarity- matrix is always quadratic in time and space, and it implies choosing a measure.

For distances, classical measures include the well-known norms Lp :

Lp (x, y) = (
k∑

k=1
(xk − yk )p )1/p , p > 0 (2.12)

The most used are L1, L2, and L∞ that simplify as (see Equation 2.7 for L2) L1(x, y) =∑
k |xk − yk | and L∞(x, y) = maxk (|xk − yk |).

The choice of the measure may not be considered arbitrarily and has a significant im-

pact on the visual appearance of the matrix to be calculated. Since this aspect relates also

to other matrix reordering families we will discuss distance metrics and parameterizing

algorithms in Figure 2.3.3.

Algorithms and Variations

We now survey the three main approaches to computing a good permutation for the

Robinsonian problem: greedy algorithms, clustering, and optimal-leaf ordering. Almost

all algorithms in this group have to deal with the problem of potentially retrieving a local

optimal solution since a full enumeration of all permutations in the problem space is

mostly infeasible. Few algorithms exist that are able to retrieve perfect anti-Robinson

structures. These methods are not practical, due to their runtime, but provide an upper
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(a) Bipolarization [Hub74]
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(b) Hierarchical Clustering [GW72]
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(c) Optimal-Leaf-Ordering [BGJ01]

Figure 2.10 Examples for Robinsonian Matrix Reorderings.

bound to this family of algorithmic methods. For example, the Branch-and-Bound algo-

rithm or the Heuristic Simulated Annealing approach from Brusco and Stahl [BS05; BKS08]

are able to retrieve global optimum solutions for up to 35 nodes and 35×35 connections

with CPU times ranging from 20 to 40 min [BS05, p. 263].

(a) Greedy Algorithms: For large graphs with hundreds or thousands of nodes, on can

enumerate permutations in a greedy fashion. For example, the Bipolarization algo-

rithm [Hub74] alternates between rows and columns to reorganize a distance matrix,

placing the highest dissimilarities in the remotest cells from the diagonal (Algorithm 1).

Like most other greedy algorithms, Bipolarization (depicted in Figure 2.10(a)) is fast and

yields good results whenever the underlying data structure contains a bi-polar organiza-

tion (e.g., patterns P1 , P2 , A1 ). However, as already mentioned, greedy algorithms do

not guarantee to find an optimal solution, but quickly yield a “reasonable good” solution.

These solutions can then be improved further by seeking to optimize locally. Figure 2.10(c)

shows examples of locally optimized matrices.

http://matrixreordering.dbvis.de/#/imagegallery/Bipolarization
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Algorithm 1 Greedy suboptimal enumeration of matrix permutations [Hub74; CP05].

procedure BIPOLARIZATION ALGORITHM

D ← distMatrix(M). ◃ Distance Matrix
Dmax ← max(upperTriangle(D)).
πcol [1] ← colIndex(Dmax ).
πr ow [1] ← rowIndex(Dmax ).
D ← applyPermutation(πcol ,r ow ,D). ◃ Reorganize Distance Matrix
Dmax ← maxFromIndex(rowi ,coli , i ).
if maxFromIndex(rowi , i ) > maxFromIndex(coli , i ) then

rowDirection ← true.
πr ow [2] ← rowIndex(Dmax ).

else
rowDirection ← false.
πcol [2] ← colIndex(Dmax ).

end if
D ← applyPermutation(πcol ,r ow ,D). ◃ Reorganize Distance Matrix
rIndex,cIndex ← 3.
repeat

if rowDirection then
Dmax ← maxFromIndex(rowi , i ).
πr ow [rIndex] ← rowIndex(Dmax ).
rIndex+= 1.

else
Dmax ← maxFromIndex(coli , i ).
πcol [cIndex] ← colIndex(Dmax ).
cIndex+= 1.

end if
D ← applyPermutation(πcol ,r ow ,D).
rowDirection ← notrowDirection.

until rIndex = cIndex = |M |.
M ← applyPermutation(πcol ,r ow , M). ◃ Reorganize Data Matrix

end procedure

(b) Clustering Algorithms: Clustering algorithms, in the context of matrix reordering,

are based on deriving clusters of “similar” data elements (e.g., nodes) and ordering each

cluster individually. Building on this, Gruvaeus and Wainer [GW72] suggested ordering

clusters at different levels using a hierarchical clustering (dendrogram). Elements at

the margin of each cluster, i.e. the first and last element in the obtained order for the

respective clusters, should also be similar to the first (or last) element in the adjacent

cluster. Figure 2.10(b) shows the result of the hierarchical clustering algorithm by Gruvaeus

and Wainer (RSeriationGW ).

Hierarchical clustering algorithms aim at produce grouping patterns (P1 ), however,

groups are not necessarily placed along the matrix diagonal (Figure 2.10(b), P2 ). In biol-

ogy, Eisen et al. [Eis+98] used agglomerative hierarchical clustering with average linkage

to reveal interesting phenomena in gene expression data matrices. As also discussed by

Wilkinson in “The Grammar of Graphics” [Wil05, p. 526-527] the choice of the average

linkage method often yields visually good results, but represents a middle-ground between

http://matrixreordering.dbvis.de/#/imagegallery/RSeriationGW
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two extremes: single and complete linkage. While complete linkage tends to produce

spherical clusters, single linkage tends to produce snakelike clusters.

(c) Optimal-Leaf-Ordering Algorithms: In addition to the aforementioned clustering

approaches, smoothing the clusters by ordering the vertices according to their neighbor-

hood similarities reveals structures more clearly than walking the leaf of the hierarchical

clusters in an arbitrary order. Finding an ordering consistent with the hierarchical binary

tree is known as the Optimal-Leaf-Ordering problem. An optimal ordering is computed

globally, so as to minimize the sum of distances between successive rows (columns) while

traversing the clustering tree in depth-first order. For any two nodes p and q in the binary

clustering tree and that share the same parent, two orders are possible: (p, q) or (q, p).

Bar-Joseph et al. [BGJ01] describe an exact solution that has a time complexity of

O (n4) and a memory complexity of O (n2).Though this can be improved at the expense

of more memory, using memoization techniques. Brandes [Bra07] was able to present a

solution with time complexity of O (n2 log(n)) and memory complexity of O (n), making it

practical for larger matrices. Figure 2.10(c) depicts exemplified matrix reordering results

with visually coherent block patterns (P1 ) derived from the RSeriationOLO algorithm.

Discussion

The quality of Robinsonian approaches directly is influenced by two choices: (i) the

measure of distance (or similarity) and (ii) the enumeration approach. The goal of every

R-matrix reordering approach is to optimize similarity between neighboring rows and

columns. The direct outcome is that blocks patterns (P1 ) are made visible. Hence,

Robinsonian approaches should be preferred if a dataset partitioning is expected for yet

undetermined data subgroups. On the other hand, even if reordering is less strict than

clustering, “analysis via clustering makes several a-priori assumptions that may not be

perfectly adequate in all circumstances. First, clustering [. . . ] implicitly directs the analysis

to a particular aspect of the system under study (e.g., groups of patients or groups of co-

regulated genes). Second, clustering algorithms usually seek a disjoint cover of the set

of elements, requiring that no gene or sample belongs to more than one cluster” [TSS05,

adapted, p. 3-4].

Yet, even if the data contains inherent groupings, the similarity function has to be

selected with caution, since an inappropriate choice will disturb grouping patterns. Gen-

erally, when clusters exist, (hierarchical) clustering approaches show visually promising

results, for all linkage functions.

In turn, Robinsonian approaches –in comparison to the other reordering approaches–

allow incorporating more domain-specific knowledge into the analysis process, e.g., by

applying domain-specific similarity considerations. The Bertifier [PDF14] system uses

http://matrixreordering.dbvis.de/#/imagegallery/RSeriationOLO
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extensively this flexibility to allow interactively specified preferences to influence the

reordering algorithm.

Spectral Methods

G

DATA INTERMEDIATE OBJECTS ORDERED 
MATRIX

Laplacian  Matrix

Eigenspace

Correlation  Matrix

Figure 2.11 Spectral Matrix Reordering

Spectral methods relate

to linear algebra and use

eigenvalues and eigen-

vectors to calculate a re-

ordering, i.e. each row

(or column) is projected

into the eigenspace where

distances between eigen-

vectors are used to cal-

culate a reordering (Fig-

ure 2.11). Given a sym-

metric matrix M of di-

mension n ×n, we say that λ is an eigenvalue of M if M x = λx for some vector x ̸= 0.

The corresponding vector x is an eigenvector. An n ×n symmetric matrix has n eigenvec-

tors that can be constructed to be pairwise orthogonal, and its eigenvalues are all real. We

refer to the eigenvalues in increasing numbers λ1 ≥λ2 . . . ≥λn .

Computing the eigendecomposition of a matrix is an expensive operation. However,

since the reordering algorithms will use only the few first or last eigenvectors, iterative

methods can efficiently be used, in particular Power-Iteration [HK02] (see Algorithm 2).

Algorithm 2 Power-Iteration to compute the first k eigenvalues and eigenvectors [HK02].

1: function POWERITERATIONS(M) ◃ This function computes x1, x2, . . . , xk , the first k eigenvectors of M.
2: const ϵ← 0.001
3: for i ← 1,k do
4: x̂i ← random
5: x̂i ← x̂i

∥x̂i ∥
6: do
7: xi ← x̂i ◃ orthogonalize
8: for j ← 1, i −1 do
9: xi ← xi − (xT

i x j )x j

10: end for
11: x̂i ← M xi

12: x̂i ← x̂i
∥x̂i ∥

13: while x̂T
i xi < 1−ϵ

14: xi ← x̂i

15: end for
16: return x1, x2, . . . , xk

17: end function

https://en.wikipedia.org/wiki/Power_iteration
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The Power-iteration method is efficient when the largest eigenvalues have different

magnitudes. Otherwise, the system is ill-conditioned and convergence will be slower or

not existent at all. Efficient preconditioning methods exist to address this problem, such

as the LOBPCG method [Kny01], with implementations in many popular languages.

To compute the eigenvectors with the smallest eigenvalues, a simple transformation

is required. The matrix M ′ = g · I −M has the same eigenvectors as a symmetric matrix

M but with the eigenvalues in reverse order. The constant g is called the Gershgorin

bound [Wat91], which is a theoretical upper bound for (the absolute value of) the largest

eigenvalue of a matrix:

g = max
i

(
Mi ,i +

∑
j ̸=i

|Mi ,|
)

. (2.13)

Algorithms and Variations

Spectral methods are used in two ways: a) using the properties of the eigenvectors with

the largest eigenvalue(s), or b) using the eigenvector with the smallest non-null eigenvalue

due to its structural properties.

Sternin commented already in 1965 on the useful rank-order properties of the two

eigenvectors corresponding two largest eigenvalues λ1 and λ2 [Ste65] In his divide-and-

conquer approach, he splits the row/column indices into three distinct classes according

to their index position and the value of the integral abscissa values of the second principal

component at that specific index position. Each class is then permuted by the value of

integral abscissa values of the first principal component at the specific index position.

Friendly [Fri02] developed this concept further in 2002. He was using correlation

matrices as opposed to the raw data (Figure 2.11) to position similar variables adjacently,

facilitating perception. Moreover, rather than sticking to the integral abscissa values of

the first two principal components, he arranges the row/columns based in the angular

order of the eigenvectors:

αi =
tan−1(ei 2/ei 1) for ei 1 > 0

tan−1(ei 2/ei 1)+π otherwise
(2.14)

The achieved circular order for the row/column vectors is unfolded into a linear

arrangement by splitting at the largest gap between adjacent vectors. Figure 2.12 (a) shows

example results for the RCorrplotSortingAOE algorithm, depicting visually pleasing global

structures, but also bandwidth patterns (P4 ) without recognizable structure within the

band.

A related technique was introduced by McQuitty in 1968 [McQ68], who observed

the convergence of recursively formed (Pearson) correlation matrices into a matrix with

the only elements being −1 and +1. Starting from R(1) (the correlation matrix of the

original distance matrix) the sequence (R(1),R(2), . . . ) is formed by R(i ) = cor r (R(i−1)) and

http://matrixreordering.dbvis.de/#/imagegallery/RCorrplotSortingAOE
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(a) Angular Order of Eigenvectors [Fri02]
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(b) Rank-two ellipse seriation [Che02]

Figure 2.12 Examples for Spectral Matrix Reorderings.

eventually derives R(inf) with the mentioned properties. In 1975 Breiger, Boorman and

Arabie [BBA75] found that the resultant block form of the correlation matrix R(inf) (if

correctly ordered) represents a valid matrix reordering. Later, in 2002 Chen [Che02]

developed these ideas further and explored a rank reduction property with an elliptical

structure, even before the convergence, as Algorithm 3 showcases. Figure 2.12(b) shows

exemplified results for Chen’s rank-two ellipse seriation with noticeable (even though

sparse) off-diagonal pattern tendencies (P2 ).

Algorithm 3 Rank-two Ellipse Reordering with recursively built Pearson correlation matri-
ces [Che02].
1: procedure RANK-TWO ELLIPSE REORDERING

2: D ← di st M atr i x(M). ◃ Distance Matrix
3: R(0) ← Pear sonCor r (D).
4: i ← 1.
5: repeat
6: R(i ) ← Pear sonCor r (R(i−1)).
7: i ← i +1.
8: until r ank(R(i )) = 2. ◃ Recursive Pearson Corr. Matrices
9: Get first two Principal Components (PCs) of R(i ).

10: Project rows/columns onto the 2D plane of these PCs.
11: Cut ellipse between the two converged groups.
12: π← 1D rank approximation.
13: appl yPer mut ati on(π, M). ◃ Final Matrix Permutation
14: end procedure

http://matrixreordering.dbvis.de/#/imagegallery/RSeriationCHEN


2.3 State-of-the-Art for Matrix-based Visualizations | 47

Solution to the Robinsonian Problem Atkins et al. [ABH98] have solved the Robinso-

nian problem using the eigenvectors of the Laplacian matrix. The Laplacian matrix is

defined as L = D −M , where D is the degree matrix and M is the adjacency matrix of the

graph G :

Di , j :=


∑n
k=1 Mk,i if i = j

0 otherwise
(2.15)

A general graph G with c connected components has c eigenvectors with an eigenvalue

of 0. If the graph has only one connected component, then λn = 0 and the associated

eigenvector is a vector filled with 1 and noted 1. The smallest non-null eigenvalue λn−1 is

called the Fiedler value and the corresponding eigenvector xn−1 is called the Fiedler vector

[ABH98; Fie73]. The Fiedler vector can be used to order a graph by ordering the vertices

according to the order of the vector values. This order is a solution to the Robinsonian

problem for a Pre-R matrix.

Discussion

Spectral approaches using the first eigenvectors build on the assumption that the core

matrix structure can be extracted from only a few dominant dimensions. Unfortunately,

the eigenvectors are very sensitive to data corrupted with outliers, missing values, and

non-normal distributions [Liu+03]. In cases where the underlying correlation-dimension

is not uni-dimensional (e.g. multi-dimensional, or cyclic), such as Wilkinsons circumplex

form [Wil05, c.f. p. 521], these approaches will fail inherently, producing salt-and-pepper

visual patterns (A1 ).

Spectral approaches using the Fiedler vector seem robust to noise and tend to generate

consistently good results.

Dimension Reduction Techniques

G

DATA INTERMEDIATE OBJECTS ORDERED MATRIX

Eigenspace

Figure 2.13 Dimension Reduction Matrix Reordering.

Dimension reduction techniques

constitute a rather small stream to

the matrix reordering landscape.

While the actual mathematical

ideas have been developed cen-

turies ago, their applicability to

meaningful problem instances in

terms of size was hindered by the

calculation performance.
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(a) Principal Component Analysis [HHB08]
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(b) First Principal Component Projection [Fri02]
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(c) Multi-Dimensional Scaling [HHB08]

Figure 2.14 Examples for dimension reduction orderings.

The central goal of dimension reduction techniques is to retrieve a one-dimensional

layout/ordering of the rows/columns that reflects the (non-)linear relationships between

them (Figure 2.13).

Algorithms and Variations

The main methods are Principal Components Analysis (PCA) and variants, and Multidi-

mensional Scaling (MDS).

(a) Principal Component Analysis: One of the most popular techniques for dimension

reduction is Principal Component Analysis (PCA). PCA computes a projection of multidi-

mensional data into an n-dimensional space, and that preserves the variance between

elements in the data. In the context of matrix reordering, the 1st principal component of

a covariance matrix must project the data. This 1st principal component represents the

most variance and accordingly the most expressiveness of the data. Figure 2.14(a) shows

matrix plots resulting from the RSeriationPCA matrix reordering.

http://matrixreordering.dbvis.de/#/imagegallery/RSeriationPCA
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(b) First Principal Component Projection Alternatively, the 1st principal component

can be directly derived from the raw matrix data; without the intermediate step of building

a covariance matrix. Figure 2.14(b) shows this approach on exemplified matrix plots.

As one can see, Figure 2.14(a) (PCA) and Figure 2.14(b) ( First PCP ) resemble each

other. However, PCA is able to show off-diagonal patterns, such as P2 , more clearly and

tends to produce patterns along the anti-diagonal of a matrix.

(c) High Dimensional Embedding: Computing the eigenvectors was long time only

possible for small matrices. However, iterative approaches (see Algorithm 2) and the

ability to parallelize the calculations (even GPU implementations are available [And09;

KY05]) allow computing the PCA in real-time for large graphs. A modified PCA method,

called “High Dimensional Embedding”, is described by Harel and Koren [HK02]. Their

method uses the first two/three components of the PCA for laying out node-link diagrams

with up to one million nodes in a few seconds. This method was adapted by Elmqvist et al.

for reordering matrices for graphs of a million edges [Elm+08b]. Elmqvist et al.’s results

show that High Dimensional Embedding results in a visually pleasing overview, while the

local ordering is poor.

(d) Single Value Decomposition: Liu et al. [Liu+03] follow the idea that data is inherently

corrupted with outliers, missing values, and non-normal distributions that cover up the

matrix patterns. Thus, a row vector approximation with bilinear forms xi j = ri m j +
ei j is used, where ri is a parameter corresponding to the i th row, m j corresponds to

the j th column and ei j is a residual/error value. Rows are ordered iteratively by their

regression coefficients ri , respectively m j for the columns, with the assumption that

similar regression coefficients group visually similar rows/columns. The equation can

be solved using Singular Value Decomposition (SVD), which decomposes a rectangular

matrix Dmn into the product of 3 matrices UmmΣmnV T
nn where U T U = I and V T V = I .

Although the method is robust, it is expensive since its complexity is higher than quadratic

in time.

(e) Multi-Dimensional Scaling: Similar to PCA, another possibility to discover structure

in matrices. is multi-dimensional scaling (MDS)[BL12]—also denoted as Similarity Struc-

ture Analysis. In 1974, Spence and Graef recognized this interrelation and applied MDS to

the matrix reordering problem [SG74]. MDS assigns rows/columns to a specific index in a

conceptual one-dimensional space, such that the distances between the respective vectors

in the space match the given dissimilarities as closely as possible. The cost function to be

minimized is an overall distortion of the positions. With this approach, MDS can derive

non-linear relationships among the matrix rows/columns.

http://matrixreordering.dbvis.de/#/imagegallery/RCorrplotSortingFPC
http://matrixreordering.dbvis.de/#/imagegallery/RSeriationPCA
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MDS techniques can be distinguished into two types: (i) non-metric MDS involves

data which is not necessarily all numeric was applied by Rodgers and Thompson [RT92]

for matrix reordering, and (ii) classical MDS which involves numeric data (preferably

variables in the same scale) was applied by Spence and Graef in [SG74]. Classical MDS

algorithm is based on the fact the permutation indices X — or one-dimensional coordinate

matrices—can be derived by eigenvalue decomposition from the scalar product matrix

M = X X ′. To achieve this, each value in the distance matrix must be squared and “double

centered”, such that the columns and rows both have a zero mean. Subsequently, the SVD

of this (normalized) matrix is calculated and the index positions are retrieved from the

factors returned by the SVD. The steps in Algorithm 4 summarize the algorithm of classical

MDS. Figure 2.14(c) shows matrix plots for the same RSeriationMDS algorithm, resulting

in almost identical plots than when using PCA.

Algorithm 4 Double Centering and Singular Value Decomposition in the MDS Matrix
Reordering.

1: procedure MDS MATRIX REORDERING

2: D2(i , j ) ←−1

2
d(xi , x j )2. ◃ Squared Distance Matrix

3: rowMean = mean(M).
4: colMean = mean(transpose(D2)).
5: totalMean = mean(rowMeans).
6: for i = 0, |D2| do
7: for j = 0, |D2| do
8: D2(i , j )+= totalMean− rowMeani − colMean j ;
9: end for

10: end for ◃ Double Centering
11: UΣV ⊤ = SVD(D2) ◃ Singular Value Decomposition
12: eigenValues ←p

Σ

13: U ′ ←p
Σ

14: for all row ∈U do
15: row×eigenValues.
16: end for ◃ Eigenvector Normalization
17: π←U1.
18: M ← applyPermutation(π, M). ◃ Final Matrix Permutation
19: end procedure

Alike PCA methods, classical MDS can be heuristically adapted to allow for larger

problem instances. Brandes and Pich [BP07; Pic09] propose PivotMDS, a sampling-based

approximation technique for classical MDS, which is able to determine a layout of node-

link diagrams in linear calculation time and with linear memory consumption.

Discussion

The central idea of dimension reduction techniques is to take advantage of the inherent

and potentially hidden (non-)linear structures in the data. This has direct consequences

http://matrixreordering.dbvis.de/#/imagegallery/RSeriationMDS
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on the matrix plot to be expected: Normally these approaches favor high-level/coarse-

grained structures (P1 ) over fine matrix patterns (e.g., lines P3 ). While PCA is only able

to retrieve linear structures, MDS also allows determining non-linear data relationships.

On the other hand, there are only rare cases where a non-linear data structure should be

examined in a matrix form. Other visualizations, i.e., the raw 2D MDS projection, is better

suited for these purposes. In general, Wilkinson notes that SVD and MDS methods are

performing best in terms of the Spearman correlation between the known row indices

(after constructing the matrix) and the permuted indices [Wil05, p.532].

Heuristic Approaches

G

DATA INTERMEDIATE OBJECTS ORDERED MATRIX
Node  statistics

Barycentre Graph (?) 

Adjacency Matrix

calculateEntropy()

minimizeLinkCrossing()

sort()

initial 
ordering

0.4
0.2
0.5
4.1
0.1
10
2.4
5.3
5.6
4.1

Figure 2.15 Heuristic Approaches for Matrix Reordering.

Heuristics are methods that

transform the problem of

finding an ordering into an-

other problem space that ab-

stracts the problem appro-

priately and allows for com-

putationally efficient prob-

lem solving. Heuristic ap-

proaches can be separated

into problem simplification

and problem space transfor-

mation approaches. Problem simplification methods try to use row/column approx-

imations to iterate through the permutation possibilities (or a subset thereof), while

problem space transformation methods are transforming rows and/or columns into other

meaningful representations (e.g. the nodes of a bigraph).

Algorithms and Variations

(a) Numerical Abstractions: One classical instance for simplification methods is to

neglect the row dimensionality and use numerical abstractions for each row and/or

column instead. Deutsch and Martin [DM71] proposed to use the mean row moments

to find the principal axis and thus a single dominant relationship of the data. Mean

row/column moments are defined as follows:

xi =
∑N

j=1 j mi j∑N
j=1 mi j

(2.16)

This heuristic approximation is iteratively applied separately on the rows and columns

until the simple vector mean quality measure stabilizes, as Algorithm 5 depicts.
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Algorithm 5 Separately applied row/column ordering with the Mean Row Moments quality
criterion [DM71].
1: procedure MEAN ROW MOMENTS HEURISTIC REORDERING

2: repeat
3: for all rowi ∈ M do
4: xi ← meanRowMoment(rowi ).
5: end for
6: π← sort(x).
7: M ← permute(π, M). ◃ Row Reordering
8: for all coli ∈ M do
9: yi ← meanColMoment(coli ).

10: end for
11: π← sort(y).
12: M ← applyPermutation(π, M). ◃ Column Reordering
13: until Row and column reordering is stable.
14: end procedure
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(a) Bond Energy Algorithm [McC+69]
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(b) Anti-Robinson Simulated Annealing [BKS08]

Figure 2.16 Example for Heuristic Matrix Reordering.

McCormick et al. contrast in [McC+69; MSW72] three different heuristics for estab-

lishing a matrix reordering: (i) Moment Ordering; by means of the mean row moments,

(ii) Moment Compression Ordering; by means of the sum of second moments and (iii)

the Bond Energy Algorithm, short BEA. BEA uses a “measure of effectiveness” as a qual-

ity criterion, and tries to maximize the so-called bond energy over all row- and column

permutations. Figure 2.16(a) shows matrix plots for the RSeriationBEA algorithm, which

shows tendencies to produce Block-Diagonal matrix forms (P1 ) in combination with

off-diagonal groupings (P2 ) and star patterns (P3 ). As seen from the results in Fig-

ure 2.16(a), BEA tries to maximize contiguous chunks, forming more or less concise

groupings (P1 , P2 ) in the matrix plot.

http://matrixreordering.dbvis.de/#/imagegallery/RSeriationBEA
http://matrixreordering.dbvis.de/#/imagegallery/RSeriationBEA
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Three further heuristics are suggested by Hubert and Golledge: “Different Counting

Rule”, “Gradient Within Rows”, “Szczotka’s Criterion” [HG81, p. 436-439]. Mäkinen and

Siirtola [MS00] propose to reorder the rows/columns iteratively and separately (such as in

Algorithm 5) by their weighted row/column sum. Further heuristics with varying goals are

described in [Maf14, p. 199].

(b) Barycenter Heuristic: Mäkinen and Siirtola propose to use the barycenter heuristic

[MS05] to layout a bipartite graph, in which the matrix rows correspond to the first graph

partitioning and the columns to the other partitioning. An adaption of the Sugiyama

algorithm is applied to minimize the edge crossings (Figure 2.17).

Figure 2.17 Reordering using the Barycenter Heuris-
tic [MS05].

Figure 2.17 operates on the

two “layers” (the two partitions).

It is repeated until the number

of crossings does not decrease

anymore. Two small changes im-

prove the algorithm results sub-

stantially: replacing the barycen-

ter by the median [EW94], and ap-

plying a post-processing, repeat-

edly swapping consecutive vertices on the two layers as long as it lowers the number of

crossings [Gan+93]. This algorithm has the tendency to arrange matrix plots, such that

clusters stick out in the top left and bottom right corners.

(c) Entropy Optimization and Genetic Algorithms: Niermann [Nie05] uses a genetic

algorithm to assesses the “fitness” of a matrix permutation by means of an entropy-based

objective function over all matrix plot pixels. The intuitive idea is that a well-ordered

matrix plot—containing locally coherent regions of similar values (e.g. black or white)—

requires a minimum number of bits for encoding. In other words, the better a matrix plot

can be compressed, the better is its reordering (under the assumption the data contains

clusters, groupings, or other partitionings). For the Niermann’s genetic algorithm he

models permutations, the individuals of the algorithm, as arrays of ordering indices; child

individuals are created from consistently rearranging permutation subsequences in the

parents (crossover); mutations are implemented by reversing arbitrary subsequences in

the permutation. After each round, the fitness of every offspring is evaluated. Less fit

individuals are discarded, more fit offsprings (permutations) survive and can reproduce.

Brusco et al. [BKS08] and Wilkinson [Wil05] propose to use simulated annealing

(depicted in Figure 2.16(b)), a technique similar to genetic algorithms and used for finding

(local) optima in large search spaces. In each annealing step, two rows or two columns are

http://matrixreordering.dbvis.de/#/imagegallery/RSeriationARSA
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exchanged and the performance is measured in terms of Anti-Robinson events, respec-

tively residual variance.

Discussion

Heuristic approaches transform the matrix reordering problem, such that specific as-

sumptions are met. While problem simplification algorithms are usually fast, they suffer

inherently from this restriction. If a dataset is not of the expected form, the results will be

inappropriate for an analysis (A1 ). One other problem seems to be specific for problem

space transformation: The algorithms are reported to converge slowly and are sensitive

to parameter settings. It is also questionable whether general settings can be derived or

inherently depend on the structure and size of the data sets. Particularity in these cases, it

might be beneficial to (pre-)assess the matrix in terms of density, clusteredness, etc.

Graph-Theoretic Approaches

G

DATA INTERMEDIATE OBJECTS ORDERED MATRIX

TSP

TSP
Shortest path matrix

Similarity Graph

Connectivity Graph

Figure 2.18 Graph-Theoretic Approaches for Matrix Re-
ordering.

Graph-based approaches share a

commonality with heuristic meth-

ods: They transform the permuta-

tion problem into a related prob-

lem space, in this case graph enu-

meration. The central idea of

graph-theoretic approaches is to

exploit the graph structure for

computing a linear order that op-

timizes a graph-theoretic layout

cost function. Díaz et al. [DPS02]

compiled a list of nine layout cost functions from which three objectives have been applied

in the context of matrix reordering. We detailed these layout cost functions, along with

their visual interpretation in Section 2.2.1.

Algorithms and Variations

(a) Bandwidth Minimization: In an early approach (1968) Rosen presented an iterative

method to reduce the bandwidth in sparse matrices [Ros68]. The same central objective

is shared by the well-established (Reverse) Cuthill-McKee matrix reordering algorithms

[CM69; Geo71]. Cuthill and McKee exploit a direct correspondence between the struc-

ture of the coefficient matrix and the structure of the adjacency matrix to be ordered.

Algorithm 6 shows the pseudo code for the Reverse Cuthill-McKee algorithm. Starting

from a graph vertex with low degree, it enumerates, in a breadth-first search manner, all

http://matrixreordering.dbvis.de/#/imagegallery/CuthillMcKee
http://matrixreordering.dbvis.de/#/imagegallery/ReverseCuthillMcKee
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(a) Cuthill-McKee [CM69]
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(b) Reverse Cuthill-McKee [Geo71]
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(c) Sloan [Slo86]

Figure 2.19 Example for graph-based approaches (a-c).

neighboring vertices sorted by their neighborhood degree (number of common neighbors

with the initial vertex). Figure 2.19(a) shows exemplified matrix plots, which depict that

this inherently fast approach tends to produce strong bandwidth anti-patterns (A2 ).

However, it can also lead to good results (P1 ) within the bandwidth if the graph structure

allows for it and—more crucial—the initial input permutation is appropriate.

An improved version of the Cuthill-McKee algorithm, known as Reverse Cuthill-McKee

algorithm, is proposed by George [Geo71]. It reverses the degree ordering of the neigh-

boring vertices in the breadth-first search. A comparative analysis of the two variants

shows that this –marginal– change leads to better reordering results [LS76, p. 207]. Fig-

ure 2.19(a)(b) show exemplified matrix plots for both algorithm variants. However, in our

implementations, the algorithms produce visually dissimilar results. In [CG80] a linear

time implementation of the Reverse Cuthill-McKee algorithm is given.

The memory consumption for the Cuthill-McKee algorithm was improved by King

[Kin70]. King uses a local priority queue to select the next vertex to visit, based on the

amount of vertices that will be added to the neighborhood list in the subsequent iteration.

Later in 1976, Gibbs, Poole and Stockmeyer focused on runtime improvements in their

http://matrixreordering.dbvis.de/#/imagegallery/KingSorting
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Algorithm 6 Bandwidth Minimization with Breadth-First Search in the Cuthill-McKee
Matrix Reordering Algorithm [CM69].

1: procedure CUTHILL-MCKEE MATRIX REORDERING

2: G(V ,E) ← adjacencyMatrix(M).
3: vst ar t ← minDegree(V ).
4: π←;∪ vst ar t .
5: i ← 1. ◃ Initialization
6: repeat
7: neighbors ← adjacent(vi ).
8: sortByDegree(neighbors).
9: for all vn ∈ neighbors do

10: π←π∪ vn .
11: end for
12: i ← i +1.
13: until i = |V |. ◃ Breadth-first enumeration
14: M ← applyPermutation(π, M). ◃ Final Matrix Permutation
15: end procedure

popular GPS algorithm [GPS76]. GPS decreases the search space by starting with a vertex

that has a maximal distance to another vertex (pseudo-diameter path) and a level mini-

mization step to reduce the number of vertex enumeration cycles. The GPS algorithm is

reported to work up to eight times faster than the Reverse Cuthill-McKee algorithm.

(b) Anti-bandwidth Maximization: A related and visually interesting adaption of band-

width minimization was introduced by Leung in 1984: the matrix anti-bandwidth max-

imization problem [LVW84]. It says that after a matrix’s row/column permutation all

nonzero entries should be located as far as possible to the main diagonal. Figure 2.21

shows the exemplified result of a matrix reordering with respect to anti-bandwidth opti-

mization.

Anti-bandwidth maximization is able to show off-diagonal line patterns (a sub-form

of the bands pattern, P4 , describing paths) spreading over the matrix plot. Similar line

patterns can be found in the analysis of high-performance computing clusters [Rüd+15].

Alike bandwidth minimization, also anti-bandwidth maximization, is in the class of

N P -complete problems [LVW84]. Accordingly, heuristic approaches were developed to

solve the problem. Lozano et al. [Loz+12] propose a heuristic algorithm based on variable

neighborhood search. Also Lozano et al. [Loz+13] proposed a hybrid approach combining

the artificial bee colony methodology with tabu search to obtain appropriate results in

short computational times. A genetic algorithm for bandwidth reduction, anti-bandwidth

maximization and linear ordering is proposed in [PM14], where an exchangeable cost func-

tion guides the to be expected result. Further discussion on anti-bandwidth maximization

is given by Raspaud et al. in [Ras+09].
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(d) Multi-Scale [KH02]
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(e) Traveling Sales Man [LK75]
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(f) Multiple Fragment [Ben92]

Figure 2.20 Example for graph-based approaches (d-f).

(c) Profile Minimization: Sloan’s algorithm [Slo86; Slo89] has the goal to reduce the

profile and the wavefront of a graph by reordering the indices assigned to each vertex.

Similarly, to GPS algorithm pseudo-peripheral nodes are chosen as a start and end vertices.

All other vertices are prioritized by a weighted sum of the distance of the vector to the end

vertex (global criterion). Additionally, a local criterion is incorporated with the current

vertex degree. It reflects the status of the renumbering in the neighborhood of a vertex.

Therefore, the Sloan algorithm not only takes into account global criterions but also

incorporates local criteria for the reordering process. Figure 2.19(c) shows exemplified

matrix plots for the Sloan reordering algorithm.

(d) Minimum Linear Arrangement: Koren and Harel propose a multi-scale approach

to deal with the MinLA problem [KH02]. In their multi-level algorithm (depicted in

Figure 2.19(d)) the entire graph is progressively divided into lower dimensional problems

(reordering of a segment graph). This process is referred to as the coarsening. The

coarsening of the graph is based on restricting the consecutive vertex pairs of the current

arrangement. At the coarsest level, exact solutions for the problem can be calculated.

These sub-solutions are projected back to the higher level problem in the subsequent

http://matrixreordering.dbvis.de/#/imagegallery/Sloan
http://matrixreordering.dbvis.de/#/imagegallery/Multi-Scale
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Figure 2.21 An example of the Anti-Bandwidth optimization [Maf14].

refinement process until the initial problem is reconstructed. This refinement step iterates

over all local permutations and selects the one that minimizes the MinLA (in a dynamic

programming fashion). Multi-level approaches, in general, have one significant advantage:

They allow fast exploration of properties related to the global structure, while the local

structures can be refined iteratively if necessary. Further multi-scale graph coarsening

approaches are described in [OLS15].

(e) Traveling Salesman Problem: In a technical note from 1974 Lenstra pointed out

that the Bond Energy Algorithm (c.f. Section 2.3.3) could be modeled as two subsequent

Traveling Salesman Problems (TSP) for the rows and the columns: “It performs well for

this type of problem” [Len74, p. 414]. Shortly after, Lenstra and Kan [LK75, p. 724] showed

that the bond energy heuristic is a simple suboptimal TSP variant and compared it to the

optimal TSP solution.

TSP matrix reordering approaches model each row, respectively column, as a city and

translate the row/column-wise similarity in virtual distances. Computing an optimal

TSP path (a minimum distance TSP tour with a virtual city that is used for breaking the

cycle) corresponds then in finding an optimal matrix permutation, such that the pairwise

similarity is maximized (wrt. the chosen similarity function).

Figure 2.19(e) shows matrix plots for the RSeriationTSP algorithm. Internally the

Concorde TSP solver [ACR03] and the 2-OPT edge exchange improvement procedure

[Cro58] is used to minimize the Hamiltonian path length. A different approach is pursued

by the Multiple Fragment algorithm, such as described by Bentley [Ben92] or Steiglitz

and Weiner [SW68]. It starts by considering every node in the graph as one independent

fragment. Repeatedly any edge that will not make it impossible to complete a tour is

added to the closest fragment. Fragments can be merged by a connecting edge.

More recently, Henry-Riche and Fekete [HF06] incorporated in their MatrixExplorer

system the consideration that vertices with similar connection patterns should be posi-

tioned next to each other. This has the advantage that not only the coarse matrix plot

structure (groups/cluster patterns) is focused, but also that the local density of the occur-

ring clusters is optimized. In their approach the authors use—instead of the adjacency

http://matrixreordering.dbvis.de/#/imagegallery/RSeriationTSP
http://matrixreordering.dbvis.de/#/imagegallery/MultipleFragment
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matrix—the shortest path matrix for each connected component of the graph and reorder

each component with a TSP solver; alternatively a hierarchical clustering can be applied

(see also Section 2.3.3).

Discussion

The idea to explore the graph structure for computing a linear ordering is self-evident

and obvious. But, in analogy to our question What is a good matrix reordering? the graph

community posing the question What is a good 2D graph layout?. These questions are yet

unanswered in both domains. However, they share the common ground that a good result

allows perceiving visual patterns.

Related to this challenge, several of the mentioned approaches, such as the Multi-Scale

or TSP, have the interesting characteristic that a consistent and intermediate reordering

result can be shown to the analyst on-the-fly, while the actual matrix reordering takes

place. This idea follows the “results-first-refine-on-demand” mantra. On the other hand,

when it comes to the optimization of graph-theoretic layout functions, such as bandwidth

or profile, these algorithms are solely governed by the assumption that the data can be

brought into this form. This assumption implicitly neglects all other potential patterns in

a matrix plot. Though, a matrix plot that represents patterns along the diagonal well (e.g.

clusters) will be perceived as interpretable and effective; a goal also expressed by Bertin

[Ber73].

The efficiency aspect has to be regarded, as well. Sloan notes that bandwidth and

profile reduction “schemes may be inefficient for sparse matrices which contain a signif-

icant number of zeros inside the bandwidth envelope” [Slo86, p. 240]. Recently, Wong

also noted that “algorithms such as Fiedler and Sloan consistently require more time to

compute than the others when the graphs grow to tens of thousands of nodes” [Won+13,

p. 95]. While this is certainly true, a heuristic implementation for most approaches can be

found in the vast literature of the graph-theoric domain.

Biclustering Approaches

G

DATA INTERMEDIATE OBJECTS ORDERED MATRIX

cluster()
Adjacency 
Matrix

Figure 2.22 Biclustering Approaches for Matrix Reordering.

Recently, the concept of

Biclustering, also called

co- or two-mode cluster-

ing or generalized block-

modeling, gained impor-

tance for matrix reorder-

ing. Biclustering is re-

lated to clustering, but

comprises a central dif-

ference: While clustering
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can be applied separately to either the rows or columns of the matrix, biclustering per-

forms clustering in these two dimensions simultaneously (Figure 2.22). In other words,

clustering derives global data models and biclustering algorithms allow identifying subsets

of rows and columns that reveal a similar activity pattern, i.e., local data models.

Biclustering approaches can be subdivided by the clustering structure they are able to

reveal: (a) Single bicluster, (b) exclusive row and column biclusters, (c) checkerboard struc-

ture, (d) exclusive rows biclusters, (e) exclusive columns biclusters, (f) nonoverlapping

biclusters with tree structure, (g) nonoverlapping nonexclusive biclusters, (h) overlapping

biclusters with hierarchical structure, and (i) arbitrarily positioned overlapping biclusters

[MO04, p. 34]. For a matrix reordering task, the most general subgroup with arbitrarily

positioned overlapping biclusters is of the highest interest since it enables the user to see

overlapping block patterns in the matrix plot. A repetitive execution of algorithms that

reveal a single bicluster allows finding arbitrarily positioned submatrices, too.

Algorithms and Variations

(a) Single Bicluster Approaches: Cheng and Church [CC00] present a greedy iterative

search algorithm that models the biclustering problem as an optimization problem. The

algorithm finds one δ−bicluster (or submatrix) at a time with a potentially local optimal

mean squared residue score not higher than a user-specified parameter δ.

The pseudo code for the Cheng and Church algorithm is given in Algorithm 7, depicting

two greedy row/column removal/addition steps that are executed subsequently to find

one δ−bicluster: Starting from the full matrix, 1) rows and columns with a score higher

than the mean squared residue score are deleted. 2) removed rows or columns are added

if they do not increase the actual mean squared residue score of the bicluster. This

approach converges with low mean residue and locally maximal size for one δ−cluster. In

order to find distinct biclusters, an already identified bicluster can be artificially masked

with random noise so that a subsequent invocation of the algorithm finds a different

δ−bicluster.

(b) Arbitrarily positioned overlapping biclusters Several algorithms to retrieve arbi-

trarily positioned overlapping biclusters exist. For example, the Plaid model biclustering

algorithm of Lazzeroni and Owen [L+02] assumes that a matrix can be described as a

linear function of possibly overlapping constant layers that do not necessarily have to

cover the whole matrix. Iteratively new layers are added to the model so that the new

layer minimizes the sum of squared errors. The Plaid model biclustering algorithm was

improved by Turner et al. [TBK05], using a binary least squares algorithm to update the

cluster membership parameters. This takes advantage of the binary constraints on these

parameters and allows to simplify the other parameter updates.
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Algorithm 7 Cheng-and-Church Biclustering algorithm [CC00].

function CHENG AND CHURCH BICLUSTERING

A ← r ow s(M). ◃ Definitions.
B ← columns(M).

e A j ←
∑

i∈A mi j

|A| .

ei B ←
∑

j∈B mi j

|B | .

e AB ←
∑

i∈A, j∈B mi j

|A||B | .
RS AB (i , j ) ← mi j −e A j −ei B +e AB .

H(I , J ) ←∑
i∈A, j∈B

RS2
i j

|A||B | .
Initialize bicluster(I , J ) with I = A, J = B . ◃ Algorithm Start.
while H(I , J ) > δ do ◃ Deletion Phase.

d(i ) ← 1
|J |

∑
j∈J RS I J (i , j ) for all i ∈ I .

e( j ) ← 1
|I |

∑
i∈I RS I J (i , j ) for all j ∈ J .

if maxi∈I d(i ) > max j∈J e( j ) then
I ← I \ {argmaxi d(i )}.

else
J ← J \ {argmax j e( j )}.

end if
end while
I ′ ← I , J ′ ← J .
while H(I ′, J ′) < δ do ◃ Addition Phase.

I ← I ′, J ← J ′
d(i ) ← 1

|J |
∑

j∈J RS I J (i , j ) for all i ∈ A \ I .

e( j ) ← 1
|I |

∑
i∈I RS I J (i , j ) for all j ∈ B \ J .

if maxi∈I d(i ) > max j∈J e( j ) then
I ′ ← I ∪ {argmaxi d(i )}.

else
J ′ ← J ∪ {argmax j e( j )}.

end if
end while ◃ Initialization
return bicluster I , J .

end function

(c) Biclusters with similar visual patterns: Another approach, called xMotifs, is pre-

sented by Murali and Kasif [MK03] for the biological gene expression analysis domain.

The authors state that “a conserved gene expression motif or xMotif is a subset of genes

whose expression is simultaneously conserved for a subset of samples. [. . . ] If we map each

gene to a dimension, each sample to a point, and each expression value to a coordinate

value, an xMotif is identical to a multi-dimensional hyperrectangle that is bounded in the

dimensions corresponding to the conserved genes in the motif and unbounded in the other

dimensions.” [MK03, p. 2]. In other words, the xMotif algorithm searches for biclusters that

share a common visual pattern or motif. To achieve this goal, the data is discretized into

statistically significant intervals—sometimes even binarized. In a probabilistic approach,

randomly chosen “seed” columns are iteratively compared to growing sets “discriminant”

columns. For these discriminant columns, all rows are incorporated into the bicluster if
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they share a common state with the seed column at the specific position. Motifs with a

low overlap coefficient are discarded. The algorithm is adapted for ordinal and nominal

scales in the algorithms Quest and Questmet [Kai11]. A similar approach, called BiMax

was presented by Prelić et al. [Pre+06].

(d) A priori submatrices: An interesting biclustering variant is presented by Jin et al.

[Jin+08]. Based on the assumption that a set of submatrices of interest is known a priori,

the authors try to find a row/column permutation that allows showing these relationships

best. For this purpose, the authors generalize the minimum linear arrangement problem

into the hypergraph vertex ordering problem and propose to solve the submatrix pattern

visualization problem in this problem domain. In their suggested algorithm, existing

graph ordering algorithms are incorporated to solve the optimization problem.

Several other biclustering algorithms exist and are discussed in [MO04; Pre+06; TSS05]

Discussion

Biclustering focuses on finding subsets of rows and columns that allow perceiving coherent

activity patterns which cannot be seen with a global scope. Biclustering approaches are

therefore operating on local models. By definition, the retrieved biclusters, or submatrices,

should form nearly uniformly colored coherent visual block patterns (P1 , P2 ) that

stand out from the neutral background color. This ideal corresponds to the existence of k

mutually exclusive and exhaustive clusters, and a corresponding k-way data partitioning

[L+02, p. 62].

Unlike standard cluster matrix reordering approaches (see also Figure 2.3.3), bicluster-

ing approaches are not necessarily depending on a similarity model. In contrast, these

approaches even doubt the rationale of an equal weighting of rows and/or columns.

Cheng and Church state that any such similarity formula leads to the discovery of some

similarity groups at the expense of obscuring some other similarity groups [CC00, p. 1].

Another central difference to the other reordering approaches is the notion of data

partitioning. While standard approaches mostly facilitate a data separation into exclusive

groups, biclustering approaches generalize this assumption: data items may be contained

in several overlapping clusters. This understanding is based on the circumstances of the

gene expression data analysis domain, where co-regulatory genes patterns are represented

by (multiple) subsets of conditions.

Generally, it has to be noted that the approaches in this field are not restricted to

a-priori constraints on the organization of biclusters, which allows for more freedom, but

consequently leads to a higher vulnerability to overfitting. This is especially obvious in the

high parameter sensitivity: In many cases only slight modifications of the input parameters

lead to empty biclustering result sets and even erroneous matrix permutations. However,

this problem is mitigated by the fact that most algorithms are greedy implementations,

which allows a fast but potentially locally optimal result.
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Performance Comparison

The previous section grouped algorithms into six categories, described the underlying

methods and showed examples of resulting matrices. In this Section, we look at two

measures to quantify “performance” of an algorithm: (i) algorithm runtime and (ii) Linear

Arrangement score (LA), a measure for the compactness of blocks in matrices. A matrix,

ordered by an algorithm, results in a low LA score if it reveals coherent blocks in the matrix

(Figure 2.23 (left, center left)). In the opposite case, a matrix results in a high LA score if

it is noisy (Figure 2.23 (center right, right)). Comparing both measures can inform the

tradeoff between fast algorithms and visually pleasing reordering results.

Example Low LA Example Low LA Example High LA Example High LA

Figure 2.23 Examples of low/high scores for the Linear Arrangement quality criterion.

For our analysis, we obtained implementations of 35 algorithms, representative for the

groups in Section 2.3.3. We used these algorithms to reorder matrices for 150 graphs, re-

sulting in 4348 of 5250 total reordered matrices (35 ×150 ). The missing ones are erroneous

results (e.g., not all row/column indices were returned or indexes occur multiple times),

which we attribute to issues with parameters, especially problematic for Biclustering

approaches (c.f. Section 2.3.3).

For each trial (i.e., reordered matrix) we measured runtime and LA score, as well as

captured the visual matrix in a picture. We provide online the browsable collection of all

matrices and associated measures at http://matrixreordering.dbvis.de.

Design and Setup

Algorithms We selected 35 algorithms satisfying the following criteria: (i) well-known

and used in practice, (ii) available and accessible implementation, and (iii) runtime

complexity is reasonable given the tested datasets.

For example, we tested R implementations for the Branch-and-Bound algorithms

(BBURCG and BBWRCG, seriation package [BS05]), but opted to remove them due to their

long runtime. Our experimentations reveal them impractical for graphs larger than 30

nodes. Table 2.1 gives an overview of the selected algorithms, the group they belong to

(Section 2.3.3), and the source of their implementation.

http://matrixreordering.dbvis.de
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Family Name Implementation

Robinsonian Hierarchical Cluster Java [Eis+98]
(R) Bipolarization Java [Hub74]

RSeriationGW R seriation [HBH14]
RSeriationBEA R seriation [HBH14]
RSeriationOLO R seriation [HBH14]
RSeriationHC R seriation [HBH14]

Spectral RCorrplotSortingAOE R corrplot [Wei13]
(S) RCorrplotSortingFPC R corrplot [Wei13]

RSeriationCHEN R seriation [HBH14]
Heuristic Row Sum (Asc)
(H) Row Sum (Desc)

Median Iteration
Mean Iteration
V-Cycle

Dimension RSeriationMDS R seriation [HBH14]
Reduction (D) RSeriationPCA R seriation [HBH14]
Graph Multiple-Fragment Java [Ben92]
(G) Multi Heuristic

Multi-Scale Java [KH02]
Cuthill-McKee Java [CM69]
Reverse Cuthill-McKee Java [CM69]
Degree (Ascending) Java
Local Refine Java
RSeriationTSP R seriation [HBH14]
RSeriationBEATSP R seriation [HBH14]
Sloan C++ Boost [SLL01b]
King C++ Boost [SLL01b]

Bi-Clustering RBiclusteringBCPlaid R biclust [KL08]
(B) RBiclusteringBCBimax R biclust [KL08]

RBiclusteringBCQuest R biclust [KL08]
RBiclusteringBCQuestmet R biclust [KL08]
RBiclusteringBCQuestord R biclust [KL08]
RBiclusteringBCBimax R biclust [KL08]
RBiclusteringBCrepBimax R biclust [KL08]
RBiclusteringBCSpectral R biclust [KL08]

Table 2.1 Overview of tested matrix reordering implementations. The table shows (i) the algorithm
group according to our taxonomy, (ii) the internal identifier and (iii) the implementation
source or respective publication for our Java implementations.

Graphs To obtain a large and heterogeneous collection for graphs, we selected 150 graphs

from 3 different sources and with varying characteristics (e.g. size, density). We present

them below:

• 20 real-world graphs from the Pajek graph collection [Bat+04].
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• 23 test graphs from the Petit Testsuite [Pet03], one of the primary benchmark suites

used in the literature for comparing matrix reordering algorithms.

• 107 random graphs generated to control for graph characteristics such as size,

density, and number of clusters. We generated graphs using the random graph

generators in NetworkX [HSS12]. We tested the following types of graphs: bi-partite

graphs, clustered graphs, graphs with small-world graphs (Watts-Strogatz), and

graphs with power-law degree distribution (Albert-Barabasi).

For this analysis, we categorized graphs according to two measures: size: (i) small (25-

100 nodes), (ii) large (100-1500 nodes) and density: (i) sparse (density of 0.05 - 0.28), (ii)

dense (density of 0.28-0.6).

Setup We generated all trials on an Intel Core i7-2600 Quadcore (3.4 GHz) PC with 16 GB

RAM (DDR3-PC3-10600) and a 120 GB SSD. The PC is operated by Windows 7 Enterprise

Edition and runs R in the version 3.1.2, Java SE 7. We excluded transfer and preprocessing

times from the measured execution time.

We conducted the computation with a Java program. We included 19 implementations

from the R packages ‘corrplot’ [Wei13], ‘biclust’ [KL08] and ‘seriation’ [HHB08]. For these

R packages, we used the R-Proxy implementation from Nuiton2 to send and receive

information from Java to and from an R server. We invoked two algorithms, taken from

the C++ Boost library [SLL01a], via the Java Native Interface (JNA). We implemented in

java several algorithms for which we could not find any reference implementation.

Results and Findings

Runtime Figure 2.24 shows runtime statistics in milliseconds for each of the four graph

groups: small-sparse, small-dense, large-sparse, and large-dense.

Graph-theoretic algorithms (e.g., Cuthill-McKee, King, Sloan, Multi-Scale) and some

Robinsonian algorithms (e.g., Bipolarization, Multi-Heuristic, Hierarchical Clustering)

deliver results fast with < 1000 msec. More interestingly, these algorithms are nearly

independent of the graph topology. For example, it appears that the runtime is not

influenced by variation in the degree of clustering of the graph.

R Seriation and Biclustering algorithms, independent from their algorithm family, tend

to perform slower than graph-theoretic algorithms. This could be due to (i) particularly

sophisticated implementations, and/or (ii) the data structures used. However, the R

corrplot package is as fast as the fastest algorithms, which makes it unlikely that the used

data structure (access times on the row-/column vectors and cell access) has a significant

influence on the calculation time.

2https://nuiton.org/projects/nuiton-j2r/

http://matrixreordering.dbvis.de/#/imagegallery/CuthillMcKee
http://matrixreordering.dbvis.de/#/imagegallery/KingSorting
http://matrixreordering.dbvis.de/#/imagegallery/Sloan
http://matrixreordering.dbvis.de/#/imagegallery/Multi-Scale
http://matrixreordering.dbvis.de/#/imagegallery/Bipolarization
http://matrixreordering.dbvis.de/#/imagegallery/Multi-Heuristic
http://matrixreordering.dbvis.de/#/imagegallery/Hierarchical Cluster Sort
https://nuiton.org/projects/nuiton-j2r/
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(a) Calculation time (in msec) for Small Sparse Graphs

(b) Calculation time (in msec) for Small Dense Graphs

Figure 2.24 Calculation time (in msec) for each graph category (small versus sparse/dense graphs).
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(c) Calculation time (in msec) for Large Sparse Graphs

(d) Calculation time (in msec) for Large Dense Graphs

Figure 2.24 Calculation time (in msec) for each graph category (large versus sparse/dense graphs).
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Runtime for large graphs (large) are still < 3000 msec. An exception are RSeriation-

BEA and RSeriationARSA with a runtime about 144,000 msec and 24,000 msec respec-

tively, on the “c4y” real-world Integrated Circuit (IC) network with 1366 nodes and 2915

edges.

Linear Arrangement Linear Arrangement (LA) is a loss function that refers to the mini-

mum linear arrangement problem (e.g., described in [KH02]). As Figure 2.23 depicts, it

allows assessing the visual quality of a matrix plot: The exemplified low LA scores refer to

the block pattern (P1 and P2 ), while high scores prove to be valid indicators for noisy

plots (A1 ).

Figure 2.25 depicts boxplots for our Linear Arrangement experiments under varying

topology aspects: We can see that sparse graphs lead to a consistent high median LA

score; however the mean scores (dotted line) and the prominent Whisker lines indicate the

strong variance within the data. Noteworthy algorithms are the Reverse Cuthill-McKee and

the Sloan algorithm (both graph-related algorithms), which tend to produce consistently

either low scores or end up with noisy visual matrices. In the taxonomy group of large

and dense graphs (Figure Figure 2.25d) we can derive similar tendencies: graph-related

measures often outperform Robinsonian, Spectral and BiClustering methods.

Discussion and Research Directions

The question: “What is a good matrix reordering?” does not have a unique answer.

However, we consider a “bad” ordering, one that fails to reveal patterns such as those

described in Section 2.1.3, when they actually are present in the data (e.g. clusters, hubs,

bigraphs).

Our empirical experience tends to indicate that a higher visual quality requires more

sophisticated approaches and thus, more time to calculate. This may prove problematic

in scenarios where providing rapid feedback is more crucial than displaying the highest

quality result. In fact, there are many tradeoffs pertaining to the selection of a reordering

algorithm. In this section, we discuss strategies to select an algorithm, explain how several

of them can be parameterized and briefly discuss interactive approaches to introduce the

human in the loop. We conclude by discussing the limitations of our survey and outline

directions for future work.

Guidelines for Selecting an appropriate Matrix Reordering Algorithm

While ideally, one would provide specific guidance to which algorithm to select and

which parameter to use with respect to data and tasks, there are too many open research

questions remaining to provide formal and robust guidelines at this point. Instead, we

provide several insights on how to matrix reordering algorithm selection and parameter

http://matrixreordering.dbvis.de/#/imagegallery/RSeriationBEA
http://matrixreordering.dbvis.de/#/imagegallery/RSeriationBEA
http://matrixreordering.dbvis.de/#/imagegallery/RSeriationARSA
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(a) Linear Arrangement Scores for Small Sparse Graphs

(b) Linear Arrangement Scores for Small Dense Graphs

Figure 2.25 Linear arrangement Scores for each graph category (small versus sparse/dense graphs).

gained from our observations in Section 2.3.3, the analysis in Section 2.3.3 and our own

empirical knowledge gathered by applying reordering algorithms in domain-specific

applications.

Fast algorithms first—Fast reordering approaches can produce results in sub-second

runtime when the data structure matches characteristics that this algorithm is opti-

mizing for. Others are robust to certain properties of the data, making them practical

to at least try first. For example, Cuthill-McKee (see: Section 2.3.3) or RCorrplotSortin-

gAOE (see: Section 2.3.3) algorithms produce results at near-interactive processing

rates, almost independently of the matrix density. However, results are tailored for a

http://matrixreordering.dbvis.de/#/imagegallery/CuthillMcKee
http://matrixreordering.dbvis.de/#/imagegallery/RCorrplotSortingAOE
http://matrixreordering.dbvis.de/#/imagegallery/RCorrplotSortingAOE
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(c) Linear Arrangement Scores for Large Sparse Graphs

(d) Linear Arrangement Scores for Large Dense Graphs

Figure 2.25 Linear Arrangement Scores for each graph category (large versus sparse/dense graphs).

specific data structure and, when not present, these algorithms often produce anti-

patterns (A1 ) or depict calculation artifacts (A2 ), such as described in Section 2.1.3.

From our empirical experimentations, we note that if a fast algorithm reveals desired

patterns, a more sophisticated is unlikely to improve on its quality significantly.

Heuristic algorithms offer tradeoffs—Heuristic approaches offer a good tradeoff be-

tween runtime and quality. They often produce more patterns than very fast algorithms

and improve them via multiple iterations. The freedom to interrupting them after a

certain number of iterations enable to strike the balance between runtime and (poten-

tially measurable) quality. For example, the Barycenter or RSeriationARSA algorithm

(c.f. Algorithm 2.3.3) can be stopped in early iterations, but generally require more to

http://matrixreordering.dbvis.de/#/imagegallery/RSeriationARSA
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produce higher quality results. These algorithms tend to first reveal data partition-

ing (e.g. connected components, sub-networks), but patterns within these partitions

require more iterations.

Optimizing for clusters identification—For scenarios where identifying clusters is

essential, we recommend selecting (hierarchical) clustering approaches, since they

explicitly detect clusters and order each one individually, placing them at the matrix

diagonal. A good example is Hierarchical Clustering (c.f. Section 2.3.3). Alternatively,

spectral algorithms also highlight clusters in the data set since similarly connected

nodes are located close in Eigenspace. A good example is RSeriationChen (c.f. Sec-

tion 2.3.3).

Quality takes time—If the previous algorithms fail to reveal patterns, or if the patterns

produced are not matching the tasks and scenario, one may need to compromise on

runtime and opt instead for remaining algorithms. Through our experimentations,

we observed that Optimal-Leaf-Ordering (c.f. Section 2.3.3) tends to produce visually

coherent and well organized block-diagonal forms. Note that we consider higher visual

quality when local (sub-)structures and patterns are discernable in the matrix plot.

As a direct consequence, algorithms attempting to optimize functions on the entire

data may not be able to grasp these phenomena. For example algorithms such as

BiClustering approaches often produce visually interpretable (sub-)structures if, and

only if, appropriate parameters pertaining to the clusters are set. Further examples are

the Traveling Salesmen algorithms (c.f. Section 2.3.3), which are considering distances

between each pair of vertices. Thus, these algorithms often reveal local patterns (e.g.

cliques or hubs) but may fail to optimize the general matrix bandwidth.

Opportunities and Future Directions

While this document describes existing solutions to reorder matrices, there are still many

opportunities to improve these solutions and provide better ones. We list here some

possible future work and pitfalls of our approach.

Global vs. Local Algorithms vary on their strategy to explore the search space: top-

down or bottom-up. Top-down approaches focus on optimizing a global structure metric

(e.g. Multi-Scale, Section 2.3.3), while bottom-up approaches may retrieve local graph

structures (e.g. Bipolarization, Section 2.3.3). The strategy has a direct impact on the visual

results. The majority of algorithms proposed in this article are bottom-up approaches.

Hybrid approaches are an interesting future direction, where retrieving global struc-

tures can be first done in a first iteration, and other (possibly different) algorithms applied

to sub-networks in later iterations. Another interesting research direction relates to multi-

http://matrixreordering.dbvis.de/#/imagegallery/Hierarchical Cluster Sort
http://matrixreordering.dbvis.de/#/imagegallery/RSeriationCHEN
http://matrixreordering.dbvis.de/#/imagegallery/RSeriationOLO
http://matrixreordering.dbvis.de/#/imagegallery/RSeriationTSP
http://matrixreordering.dbvis.de/#/imagegallery/Multi-Scale
http://matrixreordering.dbvis.de/#/imagegallery/Bipolarization
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scale approaches which could allow a user to retrieve results at different scales of interest

(e.g. entire data, connected component, sub-network).

Similarity/Distance Calculation An important parameter for reordering algorithms,

especially crucial for Robinsonian algorithms (c.f. Figure 2.3.3), is the choice of the distance

metric between nodes (rows and columns). However, there is no simple method to choose

a good measure given a specific graph or task. Gelfand [Gel71] notes the importance of

these considerations and describes three exemplary similarity functions, which should be

applied with respect to the different data domains [0,1], [true, false], (−∞,∞).

Alternatively, domain-specific considerations can be included in the distance calcu-

lations, such as in Eisen et al. [Eis+98]: gene offset shifts over a log-scaled correlation

coefficient are applied to analyze gene similarity. Behrisch et al. [Beh+12b] calculate text

similarity on news articles and present the pair-wise comparisons in a matrix format.

More sophisticated techniques, such as the earth movers distance, or statistically

inspired distance considerations (i.e., Jenson-Shannon Divergence or X 2) cannot be

found in the current literature for matrix reordering. Gregor et al.[Gre+15] recently made

an attempt at empirically deriving the impact of the respective distance functions for

visual tasks. He found that for feature retrieval tasks, the Manhattan Distance is a robust

choice and outperforms Jensen-Shannon Divergence and even the Euclidean Distance.

Visual Patterns Assessment Several approaches are tailored to produce block-diagonal

patterns (P1 ). Unfortunately, if the data does not contain such patterns, these algorithms

mostly fail to reveal any pattern. More work is required to design algorithms that focus on

different other patterns. A crucial research direction is to develop quantitative measures

to evaluate the quality of these patterns and thus craft objective functions to optimize or

assess algorithms’ performance.

Limitations

This survey presents a categorization of matrix reordering approaches into reordering

families, sharing similar reordering concepts. Our goal is to provide a central document

where concepts from multiple disciplines are defined and related, algorithms grouped in

categories and discussed in contrast to each other, and, finally, examples of visual results

provided systematically.

While we discussed at length several alternatives to our present taxonomy, possibly

able to better capture nuances between different approaches, we finally opted to provide a

categorization of reordering algorithms as simple as possible. We believe matrix reordering

algorithms are a fundamental barrier for the use of matrices in practice today. By providing

a straightforward classification and formulating mechanisms and approaches in simple
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(a) Interactive Reordering in Berti-
fier [PDF14]

(b) Interactive Reordering in PermutMatrix
[CP05]

(c) Interactive Reordering in MatrixExplorer [HF06]

Figure 2.26 Examples of Interactive Reordering approaches.

terms, we hope to help a wide audience better understand these algorithms and integrate

them into future systems and libraries.

While we gave insights and a discussion on how to select algorithms for certain data

characteristics or specific tasks (e.g. identifying cluster), matching systematically algo-

rithms and tasks (for example tasks described in [Lee+06]) is extremely challenging. We

decided against attempting to describe this matching formally as there are still many

unknowns and doing so would require a substantial amount of future work. In particular,

we do not think this is possible without developing measures to assess and quantify visual

patterns produced reliably.

2.3.4 | Interactive Pattern Generation in Matrix-based

Representations

While automatic reordering algorithms ideally take the burden off the user while producing

high-quality results, it may not happen often in practice. To address shortcomings of

certain algorithms and enable the user to steer algorithms by making decisions at critical
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points, interactive reordering techniques started to appear. We point to several examples

in this section.

We can broadly categorize interactive reordering techniques into two categories: in-

teractive and semi-assisted (steering). Bertifier [PDF14], TableLens [RC94] and Info-

Zoom [SBB96] are examples of interactive techniques, providing a user interface in which

users can manually reorder rows and columns. Compared to Bertin’s initial physical device

that enables users to move a single row or column at a time [Ber81], strategies used in

these pieces of software provide grouping and aggregation mechanisms that enable to

move sets or rows and columns at a time, decreasing the labor to reorder a matrix. In

addition, Bertifier (depicted in Figure 2.26a) provides primitives to let users change the

visual style of the resulting visual matrices, an important step towards communication of

the results to an audience.

On the other hand, MatrixExplorer [HF06], Select Objective Measures [Bra+13], or

PermutMatrix [CP05] provide semi-automatic approaches and enable the user to steer

or guide algorithms when reordering a matrix. For example, MatrixExplorer (depicted

in Figure 2.26c) enable the user to select subsections of the matrix to reorder in addition

to interactive reordering of individual rows or columns. PermutMatrix provides a suite of

features to enable users to apply different reordering algorithms and a set of primitives

to identify, select and manipulate substructures of the matrix (e.g., clusters, cliques or

sub-trees). Also, Elmqvist, Dragicevic, and J.-D. Fekete present in [EDF08] a scatterplot

matrix for navigating in multidimensional data sets, where the order of dimensions can

be modified manually or (semi-)automatically: While the user may freely change the

row-/column order, also the system can give impulses by informing and guiding the user

with additional information about the effect of the forthcoming modification.

While these techniques can address shortcomings of certain algorithms and leverage

human and computer skills, these systems are still in their infancy and rather rare in

practice. We believe some of the most exciting advances for matrix reordering will occur

in this space, as our research community crafts visual analytics systems that leverage user

interaction and automatic algorithms. In the course of this thesis, we will present our

approach towards user-guided matrix reordering in Section 5.4.

2.3.5 | The Role of Matrix-based Representations in Data Analysis

Systems

In this section, we focus on the analytic purpose of matrix-based representations. Espe-

cially, we are investigating, which role matrices play in data analysis systems. Generally,

we found that matrices are used (i) as powerful “helper visualizations” guiding the user in

the analysis process and (ii) for the purpose of communicating insights and findings.
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Matrix-based Representations as Auxiliary Views to Guide the Analysis Matrix-based

visualizations have an assisting character and are used as secondary or auxiliary views

to convey additional information. Figure 2.27 shows different representatives of this

subcategory. The Pearson correlation matrix in Figure 2.27a enables the user to compare

dimension correlations and helps to select interesting dimensions for further analysis

in the attached/linked views [Veh+12]. Torsney-Weir et al. use in [Tor+11] matrix views

represent pre-processed the data, which will be used in the subsequent analysis steps.

Deshredder [BCR12] uses matrices as a helper visualization for finding best matches in

text data sets (depicted in Figure 2.27c). Other examples for this category can be found

here: [Mac+03; Ren+05; GWR09; LGS09; Bez+10; CCB12; Ung+12; Son+14; Bys+15; GLT15;

Ito+15; LZM15; Bre+16]

(a) Vehlow et al. [Veh+12] (b) Torsney-Weir et al. [Tor+11]

(c) Butler, Chakraborty, and Ramakrishan [BCR12]

Figure 2.27 Matrices as auxiliary/helper views to guide the analysis process.

Matrix-based Representations for the Representation of Insights The second analyt-

ical purpose is to employ matrices to represent analysis findings and insights, i.e., this

subcategory describes situations in which matrix-based representations are solely used

to fully reach an analysis goal. As an example, in Figure 2.28a and Figure 2.28b the user
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is able to apply modifications, such as filtering, reordering, folding and unfolding on

matrices and thereby reveal interesting patterns [You+13; Son+12]. Perin shows in [Per13]

a variant of a scatterplot matrix, which is used to facilitate the comparison of data dimen-

sions. The matrix-based visualization in Figure 2.28c helps the user to analyze software

decompositions [BD10].

Later examples for this category can be found here: [Bac+15; Cai+15; DKG15; DRW15;

Ko+15; Kol+15; Köt+15; Red+15; Lub+15; Ma+15; Mor+15; Rai+15; Wu+15; Kle+16; PGK16]

(a) Younesy et al. [You+13] (b) Song et al. [Son+12]

(c) Beck and Diehl [BD10] (d) Perin [Per13]

Figure 2.28 Matrix-based representations to convey/represent insights and findings.

2.3.6 | System Integration of Matrix-based Representations

In this category, we are distinguishing matrix-based visualizations, which are used along

with other visualizations or stands out as the primary visualization/ interaction compo-

nent.

Primary Interaction Component The Primary Interaction Component subcategory con-

sists of systems and tools, in which the analyst uses matrices as the primary visualization

and interaction component for analytic reasoning. In these cases, matrices are often

used to convey an overview of the data. Particularly this is interesting since interaction
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(a) Bach, Pietriga, and J.-D. Fekete [BPF13] (b) Hao et al. [Hao+07]

(c) Elmqvist et al. [Elm+08a]

Figure 2.29 Matrix-based Representations as the Primary Interaction Component.

techniques and the expressiveness of the visualization must be tailored towards the ap-

plication needs. Figure 2.29 shows examples of these systems. As an example, Bach,

Pietriga, and J.-D. Fekete present in [BPF13] a visual interactive filtering metaphor to

navigate within space-time cubes. The cube can be transformed –or unfolded– from its

three-dimensional representation to small-multiples of 2D matrices showing, e.g., the

respective year or investigated category distribution. Elmqvist et al. show in Mélange an

interaction technique to navigate through large visual spaces, which bases on a space

deformation technique that folds 2D space into 3D in order to bring several regions of

interest into focus while preserving the awareness of the intermediate context. Hao et al.

use extensively the brushing and linking metaphor in [Hao+07] to depict data distributions

in scatter plot matrices. Other examples of this category can be found in [WR04; HFM07;

CMP09; Ber+11c; DWW12; HSW12; KS12; PGU12; Sil+12; Kle+16]

Secondary Interaction Component The Secondary Interaction Component subcategory

contrast the previous one in that the combination of a matrix and further visualizations is

pursued. While matrix visualizations are often used in overview-related tasks, additional

linked views allow for a more detailed analysis. In Figure 2.30 some examples of this
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(a) Alexander [Ale13] (b) Brakel et al. [Bra+13]

(c) Bremm et al. [Bre+11b] (d) R. Chang et al. [Cha+07a]

Figure 2.30 Matrix-based Representations as the Secondary Interaction Component.

category are shown, in which matrix visualizations are interlinked with other –potentially

primary– views (e.g., text views, geographical maps or small multiples views). For example,

Alexander show in [Ale13] a text visualization in which a reorderable and linked matrix

view represents the document-topic relationships for one entire text corpus. In this case,

the matrix is used to pinpoint the user to interesting analysis questions. In [Bra+13],

Brakel et al. use a color-coded matrix to explore relations between annotation terms in

biological data sets. By reordering the matrix patterns become visible, whose selection

can be used to construct new “focus” matrices on the fly. Bremm et al. use in [Bre+11b]

a matrix minimap to depict partial tree similarity and in WireVis [Cha+07a], R. Chang

et al. present multi-view system for exploring wire transactions, where a heat map depicts

the relationship between keywords and bank accounts in order to gain an overview and

enable the comparison of patterns. Other examples of this category can be found here:

[AH04; Cha+07b; EDF08; CDS09; Mey+10; MW10; Ber+11b; Veh+11; AWD12; Sed+12;

Yua+13; Cai+15; DRW15; LZM15; Ma+15; Mor+15; YEB16]

2.3.7 | Result View Integration

The result of interactions can be displayed in different ways. The effects can be shown in

the same view, in another existing view, or even in new visualizations which are created

in order to reflect the outcomes. In contrast to the Matrix Appearance categories which
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(a) Additional Result Views
in [Lam11]

(b) Additional Views in [KOK05] (c) Result Integration
in [Lex+12]

(d) Result Integra-
tion in [HF07]

(e) Coordinated Result Views
in [Sha+11]

(f ) Coordinated Result
Views in [Mey+10]

Figure 2.31 Examples of the New View subcategory.

describe the input interface of a visualization, the result view defines how the output

interface looks like.

Additional Result Views This subcategory, also depicted in Figure 2.31, shows systems

and tools in which the interaction results are presented in new views. For example, in

Figure 2.31a, Lamagna use the user’s matrix cells selection to invoke the creation of a

separate parallel coordinate visualization for further exploration. In [KOK05], Koike, Ohno,

and Koizumi allow the user to select dimensions shown in a matrix representation as

dependent and independent variables to generate a model space visualization in a new

view. Further examples for this subcategory can be found here: [EMR06; GWR09; Fri10;

CKX11; CCB12; LZM15; DKG15; Kol+15]

Result Integration In this subcategory, modifications and visual enhancements are only

applied in the matrix visualization itself. The primary approaches in this field are changing

the cell representation, such as in [AAB07; May+11; Mac+03], merge and split [HFM07],

or filter [Lex+14]. Another important approach is to overlay the analysis result on the

visualization itself. In Figure 2.31d and Figure 2.5d, two examples of result overlays are

shown. For example, Henry and J.-D. Fekete use in [HF07] color-coded arcs to depict

transition routes through the network. Other examples, for this category are: [KOK05;

Cha+07b; HP11; May+11; MGW11; DWW12; Kle+16; AAB07; May+11; Mor+15; Wu+15]

Coordinated Result Views This subcategory describes systems in which user interac-

tions invoke the update in other subparts of the system, i.e., multiple linked views are
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coordinately used to depict the analysis result. To give an example, in Figure 2.31e, multi-

ple connected network visualizations –among others a matrix– are used for comparing

uncertain graphs. By selecting a cell in the matrix view, the node-link diagram and the

network statistics table will be filtered to show the nodes of interest [Sha+11]. Also in

[Mey+10], a coordinated view system is presented where the matrix interaction invokes

updates on the connected pathline visualization and vice versa. Many other examples

for this category state the generalizability and power of this approach: [AH04; AWD12;

And+10; Bez+10; Bre+11a; Cha+07b; CDS09; EMR06; Goo+05; HF06; Ing+10; Ko+12;

May+11; Mey+10; Per13; Ren+05; Sed+12; Sil+12; Tor+11; Veh+12; Via+10; You+13; Bre+16;

PGK16; YEB16; Cai+15; GLT15; Lub+15; RPC15; Tri+15; WL15]
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This Chapter of the thesis collects all contributions focusing the visual interactive

support for exploring matrix-based representations. After a motivation (Section 3.1)

and an excerpt of the related work that relates particularly to the content of this Chapter
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in Section 3.2, the overview Section (Section 3.3) will outline the specific research goals

and relates the research contributions, -questions and -vision.

The core contribution of this Chapter lies in the visual justification that an enhanced

cell design for matrices inherently enhances the analytic expressiveness and usefulness

(cf. Section 1.2) of matrix-based representations.

This chapter is based on the following publications:

“Visual Analysis of Sets of Heterogeneous Matrices
Using Projection-Based Distance Functions and
Semantic Zoom”

Behrisch, Davey, Fischer, Thonnard, Schreck, Keim, and Kohlhammer.

Computer Graphics Forum, Eurographics Conference on Visualization

(EuroVis 2014), The Eurographics Association and John Wiley & Sons Ltd.,

2014, 33, 411-420. [Beh+14b]

“Visual Comparison of Orderings and Rankings”

Behrisch, Davey, Simon, Schreck, Keim, and Kohlhammer.

EuroVis Workshop on Visual Analytics (EuroVA), The Eurographics Asso-

ciation, 2013. [Beh+13]

“Matrix-Based Visual Correlation Analysis on Large
Timeseries Data”

Behrisch, Davey, Schreck, Kohlhammer, and Keim.

IEEE Conference on Visual Analytics Science and Technology (VAST) –

Poster Paper–, Institute of Electrical & Electronics Engineers (IEEE) CS

Press, 2012, 209-210. [Beh+12a]

Parts of the Motivation Section Section 3.1 and the Overview Section Section 3.3 are adapted

and/or taken from the text/figures I have written/developed for the German Research Foundation

(DFG) research proposal “Transregional Collaborative Research Center 161 Quantitative Methods

for Visual Computing.”
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3.1 | Motivation

In recent years not only the data velocity was increasing at an extreme pace, but also the

data complexity [Z+11]. While in the former decade the exploration of a single (relational)

data aspect stood in the focus of most analysis scenarios, today the multifaceted and

interrelated analysis of distinct (relational) aspects describes the analysis level.

Research Objectives: This data analysis complexity increase leads to novel research

questions for the Information Visualization community, as well as the Visual Analytics

domain:

1. How can we support the user in the formation of mental models of the investigated

data spaces?

2. How can we visualize and navigate in large (relational) data spaces?

3. How can we make relational visualizations more scalable wrt. the number of simul-

taneously displayed data aspects?

4. How can we guide the user in the exploration process with novel search and query

mechanisms?

Visualization and navigation of large data spaces can support the formation of a mental

model of the data space and better address user information needs [WR09; Zha08]. To

date, many approaches have been proposed to visualize similarity and group relationships

using 2D layouts to compare data [Gle+11]. 2D layouts can show data items, e.g., as data

points [AS94], using glyphs [War02], or an information landscape [Wis+95]. For matrix

representations, only very few works have focused on extending the visual scalability and

efficiency. We summarize the contributions in this field in Section 2.3.2 and develop our

own domain dependent, as well as generalizable, glyph design for matrix representations.

Most visualization techniques typically rely on a given similarity notion for data or

support adapting the similarity measures by manual filtering or selecting of attributes. For

example, in [EDF08] an interactive approach for comparing pairs of dimensions in a high-

dimensional data space is proposed. The technique supports navigation by extrusion-

based transitions between views. It is interactive in nature and does not support guiding

users towards interesting views. In general, purely interactive methods for navigation,

especially in large data spaces, may not be scalable, as the user may miss relevant views

due to a too large navigation space. For certain visual representations such as Scatter Plots

[WAG06] or Parallel Coordinate Plots [DK10], heuristic measures have been proposed

which can estimate the potential interestingness of data views and support navigation in

large analysis spaces. Our approaches for an automatic pattern analysis of matrix-based

representations will be presented in Chapter 4 and Chapter 5.
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A further significant challenge is the exploration and querying for patterns, connec-

tions, and correlations in large data sets. Patterns are seen as the gold nuggets of the data

[FPS96a] but are mostly hidden in the dimensionality. Their discovery process is subject

to an exploratory search. One approach is to have Overview+Detail systems that lead the

user in an overview to areas of interest and let him/her explore these areas with drill-down

mechanisms. Overview+Detail systems are an established and well-understood method

but may end up to be expert systems, restricted to specific data set characteristics or user

interactions, if the applied data abstraction is not chosen generally.

In recent years many domains have emerged in which the comparative analysis of

distinct relational data aspects became relevant. For example, to monitor computer

network traffic, a dynamic set of hosts and their peer-to-peer connections on different

ports must be analyzed. Another example would be the analysis of social networks in

which actor influences and group memberships may change over time.

Existing techniques, see [Lan+11] for an overview, generally support the display of a

single, static graph. However, graphs such as computer- or social networks may change

over time. Many analysis tasks focus on exploring that change; e.g. the comparison of a

series of snapshots of a network over time. This gives rise to a matrix comparison problem.

This problem is particularly challenging since both the edge sets and the node sets may

change, yielding graphs, and thus matrices, of different sizes.

3.2 | Related Work

Interactive features may improve the usability of matrix visualization when specific as-

pects, such as groups or connectivity, should be explored in the data [HFM07; HF06].

Relational data, such as computer- or social networks, can be modeled as graphs. These

graphs can be visualized as matrices by simply using their adjacency matrices. The matrix

cells can be colored to show binary, categorical or continuous attributes for each edge,

e.g., the edge weight [Ber81, p. 33]. Matrix visualizations are particularly suitable in cases

where the associated graph is dense [GFC05].

Static and One-Dimensional Matrix Data. Matrix visualizations provide a highly scal-

able visual representation of graphs [Lan+11; GFC05]. They can reveal important aspects

of graph structure if they are appropriately sorted and rendered. However, matrix repre-

sentations are less intuitive than node-link diagrams. Thus, they need to be supplemented

by additional visualizations and interaction techniques to improve understanding. In

[HFM07], matrix visualizations and node-link visualizations are combined in an interac-

tive system. The matrix is used to provide an overview representing very dense areas of

the graph, and a node-link view shows details for selected parts that are globally sparse.

Semantic zoom interaction can help navigate matrices which do not fit into the available



3.2 Related Work | 85

screen space. In [Elm+08b; AH04] zooming and dynamic aggregation techniques support

the navigation process in large matrices. Matrices, and thus matrix visualizations, occur

in many real-world analysis tasks. Matrix visualizations have been used in the analysis

of social networks [HF06], and gene regulatory networks [DWW12]. Time series can ef-

ficiently be summarized in a matrix visualization [Sip+12]. Visualizations of similarity

matrices are frequently used in the analysis of non-numeric attributes, such as in the

pairwise comparison of text documents [Beh+12b].

Time-Dependent and Multivariate Matrix Data. Many analysis tasks involve multiple,

heterogeneous matrices. For example, a social network is a time-dependent graph whose

nodes correspond to entities and edges and/or their attributes correspond to relations

such as friendship or a message (count). Both nodes and edges may change over time.

Each attribute dimension yields a matrix with a single value/dimension encoded in each

cell. Each time step may give rise to a different attribute matrix. Many matrix visualizations

were developed for one-dimensional and static matrix entries and do not support dynamic

and complex matrix data well. One approach to handling time-dependency in graphs

is [Bur+11], where graph states are represented as consecutive narrow stripes, in which

vertices are arranged vertically on each side. Directed edges connect vertices from left

to right to show the graph evolution. In [Bre+10], the interactive visualization of pairs of

matrices was addressed. Specifically, one matrix contains weight values, and the other

contains target values in a correspondence matrix representation of molecular data,

and interaction allows cross-filtering in both matrices. In [Beh+12a] time-series data is

presented in a triangular matrix, where the matrix cells are statistical aggregates over all

possible subintervals.

Sequential and Non-Sequential Data Comparison. Much work exists that studies visu-

ally analyzing and comparing sequential (ordering, ranking) data. One instance of this

sequential data is the computed linearization of a matrix, which sequentially aligns all

vertices in a graph. The notion of sequential data per se is very broad and comprises many

applications. The article of Gleicher et al. [Gle+11] surveys and structures the solution

space for visual comparisons of different data types.

Time series are an important instance of sequential data. Time series visualization

is concerned with visual mappings for series of measurements, typically given by quan-

titative, equally-spaced consecutive values [Aig+11]. The comparison of two or more

sequential data sets is a fundamental problem in many applications. In fact, many time

series visualization techniques were designed for comparison tasks, such as dense pixel-

based approaches for comparing large numbers of time series [KAK95]. The elements

of a series or sequence can also be symbolic, as e.g., in DNA sequences. The analysis of
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sequences of values may include relationships among them. An example is sequences of

email messages sharing reply/forward relationships [Ker03].

Techniques exist which allow comparing data which is inherently non-sequential, by

finding a linear mapping of data elements, on which then sequence visualization can be

applied. Examples include the TreeJuxtaposer [Mun+03] system, which compares pairs

of hierarchies side-by-side by finding correspondences between tree nodes mapped in

sequential order (e.g., by a dendrogram). Another example is given in [HW08], where

pairs of hierarchies are compared by linear (icicle) mappings with bundled connectors

showing element relationships. A further example is the TimeArcTrees [GBD09] approach

for comparing sequences of directed graphs. It is based on a linear mapping of nodes, a

sequence of which is shown with nodes aligned for comparability.

To compare different matrix ordering solutions, we are interested to compare for dif-

ferences in the positions of elements among sets of sequences. Our approach, presented

in Section 3.4.2, is inspired by the Scatter Plot Matrix technique [Cha+83], allowing com-

paring pairwise combinations of variables in high-dimensional data. Matrix structures

have been exploited previously for comparison of relational data, e.g., in [BN11; GHS10;

SM07]. Small-multiple views of graphs for comparison based on clustering and projection

have been proposed in [LGS09]. In Section 3.4.2 we present an approach that combines a

matrix visualization with a custom glyph, based on a radial network layout, to compare

the differences between pairs of sequences with permutations of its data elements.

Text Data Comparison. In recent years, visualization of text data has been gaining

increased interest by researchers, who are developing techniques for efficient display

of document collections, as well as single documents. For example, the visual analytics

tool VISRA [Oel+10] combines readability feature selection with document visualization

techniques based on Literature Fingerprinting [KO07], TileBars [Hea95] and Seesoft [ESS92]

to evaluate the readability of the input text. In the domain of news analysis, several tools

exist that deal with summarization and visualization of news content. Newsmap [Wes12] is

a well-known treemap visualization of data gathered by Google News. Other popular news

aggregators include Yahoo! News and Europe Media Monitor [EMM12]. The TextMap

website, based on Lydia [LKS05], is an entity search engine, which provides information

about people and places extracted from the news sources. These systems have limited

visualization capabilities that would allow the user to understand the content differences

among different sources that provide news reports on the same real world event. In the

area of knowledge discovery and data mining, ongoing research efforts exist that deal with

meme-tracking [LBK09] and refining causality [Sno+11]. In this field, the main goal is to

find out how the information propagates through networks and how network processes

cause a specific behavior in the network, by analyzing the appearance of short phrases

in document nodes. Researchers working on web indexing and crawling have developed
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Figure 3.1 Tasks for the Single Matrix Analysis and Multi Matrix Analysis. Both analysis levels are
naturally intertwined since e.g., ranking and clustering questions require the definition
of similarity which is inherently dependent on a single matrix’s ordering.

methods for identifying near-duplicates [MJS07], i.e. redundant web documents that

differ only in a small portion.

3.3 | Overview

This chapter presents visual interactive techniques that can be used to explore and nav-

igate in large matrix spaces. As already noted in Section 1.1 we are conducting matrix

research from two intertwined perspectives: (a) single matrix- and (b) multi matrix analy-

sis.

Figure 3.1 depicts exemplified analysis scenarios and tasks for single, respective multi

matrix analysis. Single matrix tasks mostly relate to the analysis of distinct matrix dimen-

sions (indices) for their particular characteristics, such as being a central actor in a social

network. Single matrix analysis tasks are inherently linked with two research questions:

(1) How can we support the user in a formation of mental models of the investigated

data spaces? Moreover (2), How can we make relational visualizations more scalable

wrt. the number of simultaneously displayed data aspects? We are approaching these

research questions in Section 3.4, where we investigate interactive and static glyph-based

visualizations. We are proving the usefulness of these approaches in Section 3.6.

One central objective of this Ph.D. thesis is to enlarge the scope of matrix research

towards dynamic and heterogeneous matrix analysis scenarios (c.f. Chapter 1). Figure 3.1

(right) depicts the second set of analysis task relating to this comparative analysis aspect.

While we are focusing on the purely automatic analysis approaches in the following Chap-

ter 4, we are showing here in Section 3.5 Overview+Detail approaches for the exploration

and navigation in large matrix spaces (c.f. Research questions in Section 3.1). For this

reason, Section 3.5 presents an overview-first approach to explore large sets of matrix

visualizations, accompanied with a semantic zoom technique to show the user details

wherever needed. Section 3.6.2 shows the generalizability of this metaphor in another
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context and applies the techniques to a visual correlation analysis scenario. Section 3.4.2

and Section 3.4.3 function as application scenarios presenting the developed techniques

and their usefulness in their respective domain.

Although most of the developed techniques work for scenarios in which multiple

matrices are involved, many of them are still applicable to single matrix analysis scenarios

or nicely integrate into multi-matrix analysis workflows.

3.4 | Multivariate Data Analysis with Matrix-based

Representations

During our studies, we found that the visual readability of a glyph matrix decreases if all

matrix cells are allocated with (complex) glyphs. While this seems to be a general –and not

yet validated– assumption, we tried to mitigate this effect by increasingly augmenting the

information content in a glyph matrix depending on the zoom level. Our experiments show

that on the one hand the complexity of the visual glyph highly influences the readability

of the matrix, but on the other hand contributes to the expressiveness of matrices.

3.4.1 | Multi-Dimensional Data Glyphs to Support Visual

Comparison Tasks

In many data analysis scenarios, sets of measures have to be compared against each other.

While, in general, data abstractions and aggregations help to fulfill this task, there are

several situations in which multi-dimensional attributes can and should be displayed

simultaneously, i.e., whenever the depicted values contribute to each other or contain a

natural interrelation. We are showing one example for a time-series correlation analysis

with varying offsets in Figure 3.2. Another example can be found in Figure 3.7e, where the

distance value composition will be focused. In Section 2.3 we collected the related work

for matrix visualizations with non-uniform and heterogeneous matrix cell representation.

Inner-/Outer Rectangle Glyph In several investigated application scenarios, we are ap-

plying an inner-/outer rectangle glyph, as depicted in Figure 3.2, to represent multiple

values simultaneously. The glyph allows illustrating a two-dimensional feature relation-

ship by color-coding an inner and outer rectangle. If the size of the inner rectangle is

considered variable, then a third feature dimension can be mapped.

As we can see from Figure 3.2 distinct color mappings can be applied on inner-/outer

rectangle glyph to support the exploration process. In Figure 3.2 (b) we used a consistently

retained heat color coding for the representation of the distance score, where the color

naturally corresponds to the semantic color of fire temperature and contrasted it with a
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(a) Inner-/Outer Rectangle
Glyph for the VAST 2014
Challenge Data.

(b) Inner-/Outer Rect-
angle Glyph for
Time-Series Correla-
tion Analysis.

(c) Sunburst Glyph for an eight-
dimensional feature vector com-
parison.

Figure 3.2 Glyphs Designs for Matrix Cells.

white-to-black color map for depicting a secondary relationship (the impact of the penalty

function on the distance calculation; cf. Section 5.6). On the other hand, in Figure 3.2 (c)

we are using a bipolar red-white-green color map twice to reference the zero correlation

point of the investigated measures visually.

Sunburst Glyph For application scenarios in which more than two (to three) features

should be compared we developed a sunburst glyph as visually depicted in Figure 3.2c. For

each of the feature dimensions, an arc is rendered to show the two comparison dimension

values. In the depicted use case we comparing NFL rankings and statistics over time;

therefore we additionally encode the season average for the respective feature dimension

within the arc.

3.4.2 | Ranking Glyphs to Support the Visual Comparison of Matrix

Reorderings

In many data analysis scenarios, sequentially ordered (or ranked) data needs to be under-

stood and compared. Ranking information is essential in applications such as multimedia

search where retrieval rankings need to be inspected; alignments of gene sequences in

bio-molecular applications; or for a more abstract example, considering the permuta-

tions/reorderings of rows and columns for the purpose of matrix visualization. In each

of these examples, often many different orderings of a given data set are possible. E.g.,

a search engine may produce, based on various user parameterizations, different rank-

ings. A relevant problem then is to understand the commonalities and differences of a

potentially large set of rankings. E.g., finding global or partial orderings in which different

ranking or sorting algorithms agree can support the certainty in the respective ranking by

the user.



90 | Visual Interactive Support for Exploring Matrix-based Representations

We developed a ranking glyph, as depicted in Figure 3.3, for comparing sets of rankings.

This glyph can be used effectively in a matrix layout to foster the visual comparison of sets

of rankings, allowing spotting commonalities and differences among each possible pair

of rankings. The ranking glyph, in turn, is defined by a radial node-link representation

which allows effective perception of agreements and differences in pairs of rankings. We

show how we apply our approach to different use cases in Section 3.6, where we also

demonstrate the effectiveness of our approach in spotting patterns of similarity and

differences in sets of matrix reordering results.

Figure 3.3 The Ranking Comparison Glyph allows the user to focus on one specific ranking result
comparison (1:1 comparison). Data: [a,d ,c], [a,b,e], [a,b]

Ranking Comparison Glyph (1:1 Comparison)

The ranking comparison glyph serves to identify the consensus, respectively disagreement,

between pairs of rankings. Figure 3.3 depicts its design. A clockwise circular layout of

nodes encodes one selected baseline ranking. The nodes are positioned according to

their index position in the ranking. Additionally, black arcs represent the base ranking

sequence. A second ranking to compare against is then overlaid by inserting red arcs into

the base ranking glyph. We assume the element sets of the rankings to overlap largely,

but there may be elements present in only one ranking. To ensure comparability, we

position all nodes that occur in both ranking sets to the position given by the baseline

ranking, whereas additional nodes from the comparison ranking(s) are inserted at the end

of the baseline ranking. As a result, the structure of the glyph arcs are a visual indicator

of the degree of agreement between the two rankings. More rankings can be displayed

on top of the base ranking, each resulting in distinctively colored edge sets (Figure 3.3

exemplifies a third ranking with green arcs). Considering Figure 3.3, the rankings differ

(a) in their retrieved result list size (the black-colored ranking comprises three items, the

green-colored ranking two) and (b) in the ordering (a −d − c versus a −b −e).

We visually encode additional information regarding ranking positions and occurrence

frequency in the nodes of the glyph. (1) Most use-cases require assessing the number of

occurrences for one specific result item among all investigated ranking lists (e.g., found in

every/none/some of the investigated ranking list) and (2) the user wants to investigate the
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stability regarding positional changes (e.g., found always in the first position). Thus, we

encode the agreement on the position for this specific item among all investigated ranking

lists in the glyph. As Figure 3.3 depicts, for example, node d and c are found only in one of

the selected experiments. Hence, a pie-chart-like metaphor represents this aspect. The

more rankings are under investigation, the smaller the portioning of the pie-chart. For

demonstration purposes, we are adding the ranking result [a,b] to the example above. As

Figure 3.3 then depicts, node d was found in one of the three selected experiments.

In addition to that, the positional agreement is encoded by the diameter of an overlay

on top of the pie-chart. For example, the item a is ranked by all three selected rankings on

the same position. Hence, the diameter is 100% of the node’s size and explicitly hides the

double-encoded occurrence information. On the contrary, only two rankings disagree on

the position of b, thus leading to a smaller (66%) overlay.

Ranking Comparison Matrix (1:N and N:N Comparison)

Figure 3.4 The Ranking Comparison Matrix allows the user to get an overview of various ranking
results (N:N comparison). Furthermore, it allows the comparison of one ranking to
several other rankings (1:N comparison).

A matrix of ranking comparison glyphs facilitates the 1:N and N:N comparison tasks,

similar to a Scatter Plot Matrix. The vertical axis spans the space of base rankings, over

which all other rankings in the data set are overlaid each one along the horizontal direction.

Along each row, the same baseline ranking can be compared against all other rankings, as

Figure 3.4 illustrates.
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Each cell in the matrix depicts a ranking comparison visualized by a circular alignment of

nodes (or result set items). One ranking result is illustrated by an ordered set of directed

edges connecting all result set items in the network. Ranking results are colored distinc-

tively and mapped to directed edge layers. The ranking matrix can be sorted according

to specific criteria. The current implementation sorts similar ranking comparisons to

the upper left corner by considering the number of reoccurring items among the two

selected rankings. Further sorting approaches, e.g., considering inter-comparison of edge

crossings could be useful.

3.4.3 | Text Glyphs to Support the Visual Comparison of Text Clusters

The News Auditor publication [Beh+12b] was the result of my Master Thesis. The glyph design, the system,

and the use cases were developed during the course of my master thesis and may thus not be considered

as a dissertation contribution. We decided to insert the content in this chapter since it contributes to the

overall glyph-matrix storyline/contributions.

In recent years, the quantity of text content –for example– generated by news agencies

and blogs is constantly growing, making it difficult for readers to process and understand

this overwhelming amount of data. Online news aggregators present clusters of similar

stories in a simple, list-based manner, where the most relevant article is shown first, while

all the other similar articles appear below as hyperlinked headlines. This layout makes the

user unaware of the content differences between text news articles, thus making it tough

to get a comprehensive picture. Understanding what changed, how, when and by whom,

would lead to new insights about the content distribution over the Internet and help in

dealing with the news overload problem.

We developed a text thumbnail glyph that depicts the structural appearance of text

documents in a document thumbnails fashion. It enables the analyst to compare text doc-

uments by highlighting paragraphs of the text that were copied, modified or repositioned

by different sources. As Figure 3.5 depicts, we integrated the text thumbnail glyph in a

matrix display. After getting an overview of the news cluster from the overview matrix, the

user can choose to expand one or more rows to explore the structural features of the docu-

ments and their differences. As an example, the rows with high overall similarity scores in

a few or all documents can be regarded as suspects for plagiarism. We adapted the fish-eye

table exploration technique [RC94] for a seamless integration of details-on-demand in the

exploration process. Expanding a row in the overview matrix reveals our text comparison

glyph which follows the visual guidelines presented in [ESS92]. It visually encodes the

sentence- and paragraph structure, as well as their textual similarity in comparison to the

row’s pivot document. The thumbnail width is fixed to allow a comparison of the news

articles’ text length. Likewise, the sentence bar’s length corresponds to the number of

characters in this sentence. The paragraph boxes are determined by the amount of space
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Figure 3.5 A structural comparison of text documents can be facilitated with the text thumbnail
glyph. It provides a visual comparison of differences between selected articles on the
paragraph level.

required by all paragraph sentences, thus leading to a bottom-up layout approach of the

document thumbnails. The coloring stays consistent with the overview, thus justifying the

overview’s aggregate scores.

In the Application Section 3.6.3, we present an integrated visual comparison system,

called News Auditor . The system allows users to compare text articles that belong to the

same story and understand the differences at three levels of detail: (a) overview corpus

level, (b) structural document level and (c) detail text insertion/deletion level.

3.5 | Visual Exploration and Navigation in Large and

Heterogeneous Matrix Spaces

The Visual Information-Seeking Mantra Overview first, zoom and filter, then details-on-

demand described by Shneiderman [Shn96] is often adopted in information visualization,

whenever multiple instances –in our case matrices– should be investigated.

While our research shows that the Visual Information-Seeking Mantra is applicable

and beneficial for matrix exploration, we also applied the alternative bottom-up explora-

tion approach Search, show context, expand on demand [VP09; Kai+15], as presented in

Chapter 5.
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3.5.1 | Small Multiple Displays for Exploring Large Matrix Spaces

The classic overview-first approach in information visualization is to show many views

simultaneously. Figure 3.6 adapts this idea on two example use cases: (a) the soccer

analysis use case, described in Section 5.8.2 and the VAST Challenge dataset, described in

the same Section 5.8.2.

(a) Small-Multiples of matrices with the same dimensionality.

(b) Small-Multiples of matrices with a differing dimensionality.

Figure 3.6 Small Multiple Displays for Matrix Analysis: The top Figure depicts the soccer matrices
use case with 4,127 simultaneously shown matrices. The bottom Figure shows an
overview of the VAST Challenge 2013 data set with 120 simultaneously rendered matrices
(c.f. Section 5.8.2).

As one can see for matrices with the same dimensionality the color encoding helps

to find outstanding –since visually different– matrices. In cases where the matrix dimen-

sionality varies, even structural matrix changes can be easily perceived. Small multiple

displays as depicted in Figure 3.6 help to get an overview of the visual characteristics

of the dataset, i.e., amount and differences between groups. However, these views tend

to be visually cluttered, such that a visual inspection is mostly only possible with more

sophisticated analysis, visualization and interaction methods.
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3.5.2 | Semantic Zoom Metaphors to Support Navigation in Large

Matrix Spaces

We refer to the term semantic zoom according to the definition given by Boulos [Bou03]:

“With a conventional geometric zoom all objects change only their size; with semantic

zoom they can additionally change shape, details (not merely size of existing details) or,

indeed, their very presence in the display, with objects appearing/disappearing according

to the context of the map at hand.”

Semantic zoom interaction can help navigate matrices, which do not fit into the

available screen space. In [Elm+08b; AH04] zooming and dynamic aggregation techniques

support the navigation process in large matrices.

We are applying the semantic zoom technique in various contexts and for varying tasks,

as Figure 3.7, and Figure 3.8 depict. Our goal is to support visual comparative analysis

tasks, as well as visual correlation analysis with this visualization technique. Our core

intuition is to give the user details wherever needed, without introducing visual breaks

in the exploration process. Thus, semantic zoom interaction helps to keep track of the

current analysis focus, while giving more information incrementally to the user. In other

words, depending on the granularity of analysis we are adding more and more details and

possibilities to interact with the system.

As Figure 3.7 depicts, the overview matrix in Figure 3.7a appears visually cluttered.

However, a large rectangle area in the middle of the overview stands out representing an

abrupt and interesting change in this soccer game analysis use case. To find the reason

for this break, we are zooming into the meta matrix (see: Figure 3.7b and Figure 3.7c).

In Figure 3.7d the inner/outer glyph representation helps us to find out the compared

matrices have the same dimensionality (white outer border). Figure 3.7e gives then in the

next semantic zoom step and shows details that led to the similarity calculation from the

overview. In this case, we can find that the soccer players changed from a classic back-four

defense tactic to a close man-marking formation, after a foul was committed.

A different semantic zoom/glyph setup is depicted in Figure 3.8. As Figure 3.8a depicts

the overview matrix looks visually homogeneous and is only interrupted with reoccurring

low-to-high-to-low gradients patterns. If the analyst is interested in the nature and reason

of these gradients, representing a significant increase in solar power production, then

he/she can zoom into the area of interest to get more details. Figure 3.8d shows statistical

values (here sum and average) of the investigated –or zoomed– time period and Figure 3.8e

changes the glyph representation to a time series chart in which the start and end points of

the investigation period are highlighted, but the entire time series is given for a contextual

view.
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(a) Semantic Zoom
Overview

(b) Semantic Zoom Level 1 (c) Semantic Zoom Level 1 (cont.)

(d) Semantic Zoom Level 2 (e) Semantic Zoom Level 3

Figure 3.7 Semantic zoom interface for a comparative matrix analysis task in the soccer analysis
scenario: (a) Shows a meta-distance matrix with all pairwise combinations of matrix
comparisons for the soccer analysis use case (c.f. Section 5.8.2). (b/c) Shows a successive
zooming into the meta-distance matrix. (d) represents the first change in the semantic
zoom level. Here an (inner/outer) glyph (c.f. Section 3.4.1) shows the impact of the
dimensionality difference on the calculation and the actual distance value. (e) shows
the visual representation of the distance score calculation (c.f. Section 3.6.1)

3.6 | Research and Application Context

The case studies in this chapter center around several application scenarios in which we

show the usefulness of interaction and glyph design for matrix-based representations.

As already mentioned in Section 3.3 most of our analysis tasks/scenarios are focused on

extracting relationships between one or multiple matrices.

3.6.1 | Visual Comparison of Sets of Heterogeneous Matrices

In recent years many domains have emerged in which the comparative analysis of sets

of matrices of potentially varying size is relevant. For example, to monitor computer

network traffic a dynamic set of hosts and their peer-to-peer connections on different

ports must be analyzed. Another example would be the analysis of social networks where

actor influences and memberships may change over time.
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(a) Semantic Zoom Overview (b) Semantic Zoom Level 1

(c) Semantic Zoom Level 2

(d) Semantic Zoom Level 2 (cont.) (e) Semantic Zoom Level 3

Figure 3.8 Semantic zoom interface for a visual correlation analysis task: Figure 3.8a shows an
overview of all time series matrices for a regenerative energy production use case.
Figure 3.8b and Figure 3.8c show the efficiency of substation 56 in the selected period.
Figure 3.8d and Figure 3.8e reveal the impact of the sun’s solar radiation and temperature
on the substation’s efficiency.
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Figure 3.9 Processing pipeline for our projection-based matrix comparison technique: A set of
matrices of potentially different size is input (left). Their columns and/or rows are
interpreted as high-dimensional vectors and projected to the plane (middle). Solving
a bipartite graph-matching problem on the resultant point clouds leads to a set of
allocation edges. Aggregating the Euclidean lengths of the edges results in a similarity
score for each pair of matrices (right).

Existing techniques support the display of a single, static graph. However, graphs such

as computer- or social networks may change over time. Many analysis tasks are focused on

exploring that change; e.g. the comparison of a series of snapshots of a network over time.

As already detailed in Section 3.3, this gives rise to a matrix comparison problem. This

issue is particularly challenging since both the edge sets and the node sets may change,

yielding graphs, and thus matrices, of different sizes. Comparison tasks in large datasets

can be supported effectively through ranking or clustering operations. These typically

require the definition of a distance function for sets of matrices. Here too, the variation in

size is problematic; the Euclidean distance, for example, can only be applied to matrices

of the same size.

In this Section, we will predominantly present the interactive system, which allows

the users to explore and perceive the matrix dissimilarities and understand potential

differences in a set of matrices. A flexible semantic zoom mechanism enables users

to navigate through sets of matrices and identify patterns at different levels of detail.

Furthermore, we will show a visual representation and interpretation of the distance

calculation. Our projection-based distance calculation for heterogeneous matrices will

be described in detail in Section 4.5.1, where we also provide a technical evaluation to

illustrate strengths and weaknesses.

Visually Interpretable Matrix Distance Comparison

Figure 3.9 illustrates our matrix comparison approach which is used to build a meta

distance matrix of distances and incorporated our semantic zoom framework. We regard

a matrix as a setM of high-dimensional row or column vectors. Two setsM1,M2 of vectors

can be compared by computing an aggregate vector-based similarity score. If the matrices
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have the same size, then we can easily compare them, e.g. using the Euclidean distance.

However, for matrices of different size, this is not possible. In the following, we introduce

a projection-based distance calculation approach to overcome these challenges.

Our projection-based distance calculation considers the rows and/or columns of a

matrix as the basic elements of the analysis. We project these vectors for pairs of matrices

into a low-dimensional space which is used as the reference to compare matrices and

identify relationships among them. For each pair of matrices we obtain a pair of point

clouds, which can be compared by solving a bipartite graph-matching problem. This

bipartite graph matching on the projected elements allows us to compute a measure of

distance. Since the matrices are projected with a topologically preserving method, we can

emphasize the essential information of the matrices: i.e., the structural characteristics of

a matrix. A key advantage of the approach is that it can be interpreted and manipulated

interactively as a visual distance function, and serves as a comprehensible basis for ranking,

clustering and comparison in sets of matrices.

A set of matricesM1, . . . ,Mn which vary in size is shown on the left in Figure 3.9. It is

possible to interpret either the rows or the columns as high-dimensional vectors of the

length of the respective matrix. Assuming a topology-preserving projection, we project

the matrix vectors to the plane (see the center of Figure 3.9). To compare two matrices, we

match the projected points of one matrixM1 to the projected points of the another matrix

M2. Having obtained a matching of the projected point sets, we compute an aggregate

distance score over the matching, as shown in Figure 3.9 (right).

Figure 3.10 and Figure 3.11 show examples of the visual distance score depiction. Inte-

grated into the interactive semantic zoom interface (c.f. Figure 3.7a/Figure 5.6; overview-

first semantic zoom system) the user can inspect the automatic distance calculations.

The visual depiction of a low distance score is shown in Figure 3.10. Here all matrix

columns could be matched with a low score. This is visually highlighted by the strength of

the edges connecting the two comparison columns (visual double encoded by stroke width

and -color). Additionally, a transparency factor on the columns intuitively stresses the

most similar columns. In the conceptual projection space, the circumstance is mirrored by

short edges connecting the 2D points (representing the comparison columns). Figure 3.11

shows a counter example with a high distance score for the soccer analysis use case

presented in [Beh+14b]. Here two matrices are chosen which are not as close in time as

the comparison matrices from Figure 3.10. Intuitively, this corresponds to game situations

that are less similar than subsequent player positions. This is shown by the visual depiction

of the distance score in the conceptual projection space, which allows perceiving many

long edges. We are showing ways of steering the distance calculation process to include

domain-specific modifications (e.g. excluding the goal keeper’s position or focusing only

on the defensive formation in the soccer analysis scenario) in Chapter 5.
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Figure 3.10 A visual interpretation of the projection-based distance calculation: Clicking on a cell
of the distance meta-matrix (see Figure 3.7a) shows the compared similar matrices
(upper part). A transparency factor for columns indicates their impact on the overall
distance score. The matrices’ columns are visually connected by edges to represent the
bipartite graph matching decisions (lower left). These connections are also shown in
the projection view (lower right), which lets the user explore patterns in the projection
of columns, i.e., projection points which are close together represent similar columns.

It is also possible to interpret the projected vectors (point clouds) as a complementary

form of matrix visualization. Thus, our approach can be easily embedded in visual ana-

lytics tasks. In this way, it is possible to visually identify outliers in the two-dimensional

space that correspond to outliers in the high-dimensional space. Furthermore, we can

use linked interactions between the projected representation and the traditional matrix

visualizations to help users interpret and interact with the matrix. Since the approach

to interactively steer the distance calculation is inherently incorporated in the visual

analytics mantra, we will describe the details of this approach in Chapter 5.

3.6.2 | Visual Correlation Analysis for Time-Dependent Data

The quantity of time series data generated in a wide variety of domains has grown con-

sistently. Thus, it is difficult for analysts to process and understand this overwhelming

amount of data. In the specific case of time series data another problem arises: time-

dependent measurements can be highly interrelated. This issue becomes even more

challenging when a set of parameters influences the progression of a time series.

A common analysis task is, therefore, the comparison of measurements over time,

with the aim of discovering meaningful correlations between measurements. An example

is the correlation of temperature and power consumption measurements in an energy



3.6 Research and Application Context | 101

Figure 3.11 A visual interpretation of the projection-based distance calculation: Clicking on a
cell of the distance meta-matrix (see Figure 3.7a) shows the compared dissimilar
matrices (upper part). The transparency factor for columns indicates dissimiliar matrix
columns; only the similar columns are sticking our visually. The long connections in
the projection space (bottom right), let the users perceive that the structural differences
are significantly higher than in the example Figure 3.10

supply/ consumption context. Many existing visual analytics techniques are restricted to

the comparison of short time periods (e.g. weeks or days) and do not scale well for longer

time series. We present in [Beh+12a] a technique for the visual correlation analysis of

numerous, potentially interrelated time series datasets. Our technique centers on a small-

multiples representation of several matrices and allows for the simultaneous comparison

of multiple, overlapping time series of varying length. In the following, we illustrate the

principle of our technique by applying it to a real-world data set, including measurements

of weather conditions and performance parameters of nodes in a power grid.

Power Grid Dataset and Analysis Problem

In collaboration with a German national energy provider, we considered two real world

data sets obtained from the town of Freiamt, Germany [Ene]. Freiamt is home to a large

number of regenerative power sources, including 160 small, roof-mounted photovoltaic,

three biomass, and three small hydroelectric power plants. Up to 11 photovoltaic plants are

connected to one substation, acting as a gateway to the power grid. In total, 29 substations

and a weather observation station in Freiamt provide the measurement readings. The

substation measurements are aggregations of the power generation and -consumption of

multiple households and regenerative power plants. The weather station delivers a signifi-

cant number of weather parameters, e.g. rainfall rate, sunshine duration, temperature-

and wind measurements, and visibility ranges (fog). In total, we consider nine weather
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parameters. The measurements span a duration from 2010-12-15 to 2011-12-17, and are

taken at intervals ranging between 10 and 30 minutes.

The goal of the analysis is to understand the interaction (correlation) between the state

of the power grid and weather conditions. From a large number of potentially dependent

measurement parameters, we want to find the parameter subset which is most useful

for the analysis. While this is a problem in itself, it becomes even more challenging due

to the fact that the correlations are inherently local with respect to scale and the time

interval. These factors need to be considered in the visual analysis. Accordingly, one can

find time-correlating predicate conditions, such as high temperature and long sunshine

duration, that could lead to a drop or rise in the efficiency of the power grid.

The following data analysis questions arise: (1) Which parameters lead to a correlation

between the reference and other time series datasets? (2) Can we show the parameter’s

impact on a reference dataset? (3) Which large-scale trends can be determined in long

time series (e.g. in one year with more than 365×24×4 sampling points)?

Time Series Matrix Visualization

Our approach centers on a matrix visualization, as it can represent large numbers of

time series in a pixel-oriented way, mapping each value to the color of a pixel. In this

triangular matrix representation, the horizontal and vertical axes describe the start and

endpoints of a specific time interval in the overall time series. Accordingly, each matrix

point x(i , j ), i > j refers to a time series interval starting at time t(i ) and ending at time

t( j ). To foster correlation analysis in the matrix, we show statistics computed over the

respective time series intervals, thus providing a tool for the screening of correlations at

different intervals and offsets. The statistic values are presented in a mouseover tooltip.

The color of each data point represents a statistical measure f(i , j ) computed over the

interval [t (i ), t ( j )]. The measure, f , can be set by the user on-demand. Example measures

include the trend (slope of the regression line), the standard deviation, average, or the

geometric mean. Minimum, maximum, variance, sum and squared sum statistics can

also be computed. The time series can be resampled on demand to set, e.g., hours, days,

months as the base unit of measurement.

The color map is an important design factor for the comparability of the matrices.

Since, the transformer stations can have a positive or negative net output to the energy

grid, depending on whether power is consumed or produced, we chose a bipolar red

to blue color map. As Figure 3.12 (b) depicts, negative net outputs (power production

states) are visually outstanding, due to their red color. Additional triangular matrices show

other measurement parameters in a small-multiples display. They represent the available

weather information (e.g. air temperature 5 cm above ground level in ◦C, sunshine dura-

tion and rainfall rate) over the available time period. A local (per matrix) color map can

be applied on demand to reveal the feature’s special characteristics. A semantic zoom
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interface allows the user to explore the correlations between the matrices in an overview

(c.f. Figure 3.8a) or inspect the data features in a selected time span (c.f. Figure 3.8c). For

the lowest semantic zoom level a line chart representation of the corresponding time span

is used, as depicted in Figure 3.8e.

Application to Power Grid Data Analysis

(a) Matrix
Overview

(b) MW/hour of one Trans-
former Substation

(c) Sun Solar Radiation: (d) Temperature in ◦C

Figure 3.12 (a) shows an overview of all time series matrices. (b) shows the efficiency of a specific
substation in the selected time period. (c) and (d) reveal the impact of the sun’s solar
radiation and temperature on the substation’s efficiency.

Figure 3.12 showcases one of the findings we made using our approach on the Freiamt

dataset. Figure 3.12a shows an overview over six transformer substations and nine weather

parameters. Figure 3.12b represents the positive and negative megawatt consumption

rate of substation 56 in a larger view. This substation is especially interesting since eleven

photovoltaic power plants are connected to it. The visual task is to find power injection

phases represented by a dark red color. Two visually outstanding areas exist in the one

year time period. The first ranges from 2010-12-24 to 2010-12-26 and the second from

2011-02-22 to 2011-02-24. Here the substation fed on average 0.167 and 0.122 megawatts

per hour respectively into the power grid.

The weather factors corresponding to this efficient power production can be seen in

Figure 3.12c. Here, the temperatures were on average −4.60 and −2.11◦C respectively.

Figure 3.12 reveals that the global solar radiation, measured in Joules/cm2, averaged 5.154

in December and 4.483 in February. This leads to the hypothesis that photovoltaic power

plants work most efficiently in temperature ranges between −5◦C and −1◦C and lose

efficiency in temperature ranges above and below, even if the sun duration and solar

radiation are high.

3.6.3 | Visual Comparison of News Text Clusters

Web sites of newspapers, magazines, radio and television broadcasters publish stories,

which are often provided by major news agencies, such as Associated Press, Reuters, AFP.
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These news stories and feature articles can be prepared by agencies in a way that requires

little modification, but very often the clients edit the text before delivering it to the reader.

Alternative information flow is created by independent and local media, who publish

news stories that are later picked by other media providers and redistributed through their

content channels.

News aggregators, such as Google News, Yahoo News, or Europe Media Monitor pro-

vide the end users with the latest and the most relevant story clusters, where news articles

are grouped by their similarity. The aggregators present the user a simple list, where the

first (and the most important) article is usually featured with a title, short summary, and

a photo, while the other articles are represented as hyperlinked headlines. Navigating

through a story cluster becomes a daunting task since it gets very hard to understand the

differences between different sources and find new information without reading every

article. A similar problem exists when important breaking events happen when imme-

diate response by news providers is required. These developing stories are continuously

updated as soon as the new information becomes available, and the reader needs a fast

and effective solution to differentiate the new from the old.

In the following, we present a visual analytics tool, called News Auditor , which helps

the reader in the exploration of a news story cluster. Our work presents a proof of concept

that identifies what is different in similar news items, combining existing automated meth-

ods for measuring text similarity and interactive document visualization. The architecture

of the tool allows easy integration of more sophisticated natural language processing

methods, which would help the reader in understanding how the content is different.

Problem Description

The goal of our work is to help the user to understand the content of a large document cor-

pus while understanding the main themes and the various differences among individual

news articles. In a real-world scenario, news clusters can contain hundreds of related news

articles, but only rarely more than 100 documents per cluster can be retrieved without

taking topic shifts or -drifts into account. In this document corpus user should be able to:

• identify interesting articles in the story cluster

• understand what are the differences between news articles

• understand who changed the content.

Given a cluster of news stories, we assume that the documents are related and can

appear in one of two scenarios: a) the documents are news reports from multiple sources

on the same event; b) the documents are updates from a single news source on an ongoing

event. In order to help the user to get a better insight from a cluster of news articles, we

need to combine automated methods for efficient computation of document similarity

and visualization techniques that would show the changes at different levels of detail.
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Figure 3.13 News Auditor: The user explores a news story cluster by identifying interesting patterns
in the similarity matrix Overview (a); The Structural View (b) provides a visual compar-
ison of differences between selected articles on the paragraph level; The Document
View (c) shows direct changes between two articles on the word and sentence level.

Text Cluster Analysis in the News Auditor System

We design our system following the overview and detail concept [Shn96], to allow the

user exploration of a document collection on different abstraction levels. On the overview

level, inter-document distance scores guide the user to interesting patterns within the

text collection. A more detailed comparison on the structural level shows the differences

between the documents on the paragraph level. Lastly, a document level view shows two

articles side-by-side, to provide a direct comparison of the texts. Due to this structured

approach, it becomes possible to lead the user to non-obvious patterns in a topic-coherent

news cluster.

The overview visualization, depicted in Figure 3.13 (a), represents a heatmap color-

coded similarity matrix and functions as an inter-document comparison view. In the

matrix, each cell represents the similarity between the pivot document (row ID), and

the comparison document (header ID). Due to this compact matrix-based visualization

approach, we can investigate document corpora with hundreds of documents. In the

case of a pixel-based representation of one document comparison, the total number of

inter-document comparisons is only limited by the end-user’s screen space. The cell’s

numeric value depicts the user-chosen textual similarity measure and is color-coded with

the selected or default option. A logarithmic color-to-distance mapping is implemented to

emphasize important distance intervals. To guide the user, each cell contains a small black
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or white glyph that depicts whether the articles stem from the same news source (black

dot) or not (white dot). A binning-based or continuous heatmap color coding is used in all

aggregation views. The binning-based color codings differ in the number of bins and the

base colors. In Figure 3.13, a light-to-dark-blue color coding with three classes, extracted

from [Bre12], is shown. Furthermore, users can decide to filter out news updates from the

similarity matrix.

The matrix view is enhanced by three information filtering and interaction subcompo-

nents, which help in finding patterns of interest. On the left side, a calendar component is

used to filter time intervals. The user can control sorting, filtering, and coloring settings,

and choose from three available distance measures, such as Cosine, Google NGD [CV07],

or a semantics-driven bag-of-synsets distance. The matrix can be reordered by high-

est/lowest similarity or according to different usage-driven scenarios that can rely on the

article metadata, such as finding copied or reused texts from different news providers, by

the time of publication, etc. Additionally, the articles can be grouped visually by the news

source, showing the update processes happening during the news evolution. To give more

information to the user, a context-dependent information status bar on the bottom shows

the article id, numerical scores or other meta-data.

After getting an overview of the news cluster, the user can choose to expand one or

more rows to explore the structural features of the documents. As an example, the rows

with very high overall similarity scores in a few or all documents can be regarded as sus-

pects for plagiarism. Structural View is shown in Figure 3.13 (b). Here, document thumb-

nail glyphs, as described in Section 3.4.3 visually encode the sentence- and paragraph

structure, as well as their textual similarity in comparison to the row’s pivot document.

For an in-depth investigation, the users can switch from the structural view to the

textual representation. This component is shown in Figure 3.13 (c). The text detail view

shows the pivot and comparison text in the left and right text panel, respectively. Besides

comparing the text by reading both articles, the user is supported by the color coding.

The range slider on the bottom of the screen helps the user to highlight sentences within

user-selected similarity intervals. Thus, it is possible to filter out all sentences above

80%, see the minimum or the maximum similarity boundaries. Highly similar sentences

(above 70% similarity) are visually connected by reference-lines that appear in the space

between the documents. By clicking on a sentence, the most similar sentence in the other

document is highlighted, showing the word-based similarities with the help of the Diff

algorithm [HM76], which visually marks insertions/deletions.

Case Study: Reuse of Text by different News Agencies

One primary question, which can be answered with News Auditor, refers to the reuse and

copying of text. In Figure 3.13 (a), one can see an example of the copying of news from an
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earlier news source. These are Champions League soccer news articles, which appeared

in the period from October, 1st of 2010 until December, 31st of 2010.

The overview is configured with the distance-aggregate sorting option, filtered up-

dates, and the cosine similarity as a text similarity measure. With News Auditor most

uninteresting documents can be discarded immediately in the Overview matrix due to

its low inter-document similarity score (rendered in light blue). Every document with a

high similarity score, depicted by a dark blue color, and a later publishing date appears

interesting. These characteristics occur, e.g., at the second column and third row. The

copying hypothesis is even more evident if it is not the same source that published the

article. In Figure 3.13, the initial article was published on October, 14th of 2010 from

the Turkish Daily News agency and modified on October, 16th of 2010 from the Malta

Independent Press.

The structural comparison in Figure 3.13 (b) shows that most sentences are in high sim-

ilarity classes. The structure appears to be stable, yet the length has changed marginally.

In fact, the textual investigation, shown in Figure 3.13 (c), reveals that 21 of 31 sentences

are in the similarity interval of 90% to 100% with insignificant changes, such as insert-

ing/deletion of hyphens, quotation marks, or punctuations. Eight sentences have minor

modifications, such as plural/singular changes, with a similarity score between 80% and

89%; two sentences are in the 70% to 79% range with word (-suffix, -prefix) exchanges

or additions; and only one sentence is in remaining range of 0% to 69%, which has been

deleted in the latter news text.

Case Study: Updating of News from the News Producer

Figure 3.14 depicts a different use case. Here, the task is to find updates, which stem

from the same news source and compare them with regards to their content. Thus, the

similarity matrix is sorted according to the same-sources-first option, without filtering

updates, and the Cosine similarity measure. For this specific task, a user needs to find cells

that are labeled with a black dot (depicting the same source) and a high inter-document

comparison score. As Figure 3.14(a) shows, a news article by CNN can be found in a news

cluster that deals with the Wikileaks founder Julian Assange. It has been published and

modified on Dec., 7th 2010.

Figure 3.14 depicts in (b) that various modifications have been made to the news

article, both in the structure and the text. Despite the case that the majority of sentences

are the same, it can be seen that, e.g., "English socialite Jemima Khan had offered to pay

bail of 20,000 pounds ($31,500) and journalist John Pilger also offered a sum of money."

have been deleted. Figure 3.14 (c) shows one of the minor textual modifications. Here,

"[. . . ] he wrote a location [. . . ]" has been modified to "[. . . ] he then wrote it [. . . ]". Marginal

changes, such as exchanging currencies, insertions/deletions of abbreviations, etc. can be
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Figure 3.14 Exploration of the same-source content differences. The sorting in the Overview
(a) reveals several similar articles published by CNN. The sentence- and word-level
differences are shown in (b) and (c), respectively.

found throughout the news samples and lead to the hypothesis that either a full sentence

text is copied or none of it.

3.6.4 | Visual Comparison of Matrix Reorderings and Retrieval

Rankings

Retrieval systems are omnipresent and indispensable components for information- cen-

tered work. However, different retrieval systems may provide deviating rankings, the joint

consideration of which may be necessary. Further, in analysis domains such as bioin-

formatics or network security, decision-making processes are based on sets of rankings.

The central problem is that users are often not able to assess the quality and/or stability

of a given ranking since alternative rankings are often neither presented nor computed

as a reference. This problem is inherently prominent whenever rankings are influenced

by user-/system-determined parameter settings, such as the used similarity function,

feature vector representation, or the underlying retrieval algorithm. A similar problem

arises in the case of matrix reordering: Since a matrix can be reordered with many differ-

ent algorithms an obvious question is “Where do matrix reorderings differ or overlap?”

This information can be used for interactive or user-guided matrix reorderings, such as

presented in Section 5.4.
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Figure 3.15 Visual comparison of gene sequences in a biological data use case (1:N comparison).

We are considering the problem of comparing large sets of rankings. We devise a

solution to this problem inspired by Shneiderman’s Visual Information Seeking Mantra

[Shn96]. Specifically, we define three comparison levels of interest and corresponding

visualization support as follows:

1. The first comparison level refers to overviewing of rankings. In our case, this cor-

responds to all possible combinations of rankings. In this N:N comparison task, a

goal is to identify consistent from contradictory results by visual means. A matrix

representation is a straightforward tool. Correlating structures among the matrix

cells can be identified, similar like in the Scatter Plot Matrix approach [Cha+83] for

high-dimensional data.

2. A row-wise or column-wise analysis can take place in the comparison matrix, corre-

sponding to a more detailed comparison level (1:N comparison task). The goal is to

comprehend, which comparison ranking has the most consensus (or disagreement)

with respect to the default ranking.

3. When the user is able to identify one interesting comparison view the task changes

to a detail-on-demand view. Specifically, 1:1 comparison views among rankings can

be selected by users

We will next discuss three different use cases to illustrate the applicability of our

ranking comparison approach.
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Application to Biological Gene Sequence Data

In bio-molecular research, the BLAST [Alt+97] algorithm is a well-known approach to

performing a similarity search against a database of genes with a given query sequence.

The result is a list of genes ordered by similarity and limited by a significance threshold. A

high similarity of a retrieved gene to a query suggests that the gene and the query have a

common ancestor, and probably serve the same biologic function. BLAST requires a set

of parameters to be provided. Typically, it is used with default settings, yet it is known to

be sensitive to parameter changes. It is therefore of interest to compare result lists from

different runs with varying parameter settings to the default settings. Result lists from

different parameter settings can either include more or less genes. Furthermore the order

can be different.

Figure 3.15 shows the comparison of the result ranking for the default settings com-

pared (used as a base) against rankings obtained by twelve alternative parameter settings.

It is clearly recognizable that nearly half of the genes are not found with the default pa-

rameter settings and that the order of the found genes differs between parameter settings.

However, some settings result in no positional changes and others show similar changes

among each other, which can be explained by only small parameter variations between

settings. Using the pie-chart node representation, the single ranking view also allows

assessing that genes which have not been found with the default settings are only found

with a small number of parameter settings. Moreover, the positional accuracy encoding of

node “1” depicts that this gene was always the most similar gene settings. Therefore, this

result item can be considered the most stable.

Application to Image Retrieval Ranks

The search for similar images is a prominent task in multimedia retrieval. It typically

relies on image descriptors and according similarity functions, of which many different

alternatives exist. We consider an example of comparing rankings of TreeMap views.

Alternative rankings are given by using different descriptors and similarity functions. We

consider a set of standard descriptors (including Global and Local Color Histogram, Local

Edge Histogram, and Hough transformation) and similarity functions (Euclidean, Cosine

Distance, Dice coefficient). We consider a set of 100 artificially created TreeMap views

ranked against a given query view and using different combinations of descriptors and

similarity functions. Our question is, which combinations result in similar rankings.

Figure 3.16 shows illustrative results for the comparison of rankings along different

descriptors and similarity functions. One can visually depict that despite the very different

definition of the rankings, some combinations provide similar rankings. E.g., in the

intra-descriptor analysis (varying the similarity function, but not the descriptor) the Edge

Histogram descriptor results in a similar ranking result when comparing Cosine- and
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Figure 3.16 Visual comparison of image retrieval results obtained using different image descriptors
and similarity functions (1:1 comparison).

Euclidean distance. In an inter-descriptor comparison (varying the feature descriptor, but

not the similarity function) it becomes evident that the Global Color Histogram descriptor

delivers significantly diverging ranking results as the Hough Transformation.

Application to Matrix Reordering Comparisons

Finally, we consider a more abstract use case. Effective matrix visualization typically

requires appropriate matrix sorting. To date, many matrix sorting algorithms have been

proposed, and we can apply our tool also to compare such sorting algorithms. We use

matrix data from the Jordi Petit test suite [Pet03], and a set of eight matrix sorting algo-

rithms for illustrative purposes. In the N:N comparison of the matrix sortings depicted in

Figure 3.17 we can assess the matrices’ sorting conformity and conduct a visual pattern

search for correlations. It stands out that a larger amount of edge crossings identifies the

Multi-Fragment sorting algorithm as the most disagreed ranking result (also depicted

by the matrix image on the bottom of the column). In a more detailed view, the gray

areas become of interest: Here some of the algorithms disagree on a part of the ranking

list. However, this is contrasted by the green areas, representing algorithms with a broad

consensus among the ranking results.
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Figure 3.17 Visual comparison of 2D sortings in a matrix sorting use case (N:N comparison)
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This Chapter of the thesis collects all contributions focusing the automatic analysis of

matrix patterns. We will motivate our work in Section 4.1 and highlight related work.

In Section 4.4 and Section 4.6 we will present several novel, established, adapted feature

extraction approaches for a pattern retrieval in matrix-based representations.

In Section 4.7 we will introduce a quantitative evaluation scheme to assess the effec-

tiveness and efficiency of the proposed image-space pattern descriptors for retrieval

and analysis tasks.

In the last Section 4.8, we will demonstrate the applicability and usefulness of our

approaches in several application contexts and show how data mining can help to

leverage retrieval and exploration processes.

The core contribution of this Chapter lies in the quantitative performance evaluation

of feature extraction methods for the suitability to detect matrix patterns.

This chapter is based on the following publications:

“Magnostics: Image-based Search of Interesting
Matrix Views for Guided Network Exploration”

Behrisch, Bach, Hund, Delz, Rüden, Fekete, and Scheck.

IEEE Conference on Visual Analytics Science and Technology (VAST),

Institute of Electrical & Electronics Engineers (IEEE) CS Press, 2016, 43-52.

[Beh+17]

“Quality Metrics Driven Approach to Visualize Mul-
tidimensional Data in Scatterplot Matrix”

Behrisch, Shao, Buchmüller, and Schreck.

IEEE Conference on Visual Analytics Science and Technology (VAST) –

Poster Paper–, Institute of Electrical & Electronics Engineers (IEEE) CS

Press, 2015. [Beh+15]

Parts of the Motivation Section 4.1 and the Overview Section Section 4.3 are adapted and/or

taken from the text/figures I have written/developed for the German Research Foundation (DFG)

research proposal “Transregional Collaborative Research Center 161 Quantitative Methods for

Visual Computing.”
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4.1 | Motivation

Searching and analyzing are key tasks for making use of large data sets. For structured

–such as relational– data much progress has been achieved to date in database query

processing. Indispensable to search and analysis in structured data are appropriate and

meaningful feature descriptors on which a distance function can measure the degree of

similarity (or distance) between data objects. Similarity functions are the basis for any

ranking method (for search tasks), or for clustering data by similarity (for analysis tasks).

For relational and high-dimensional data, typically, custom feature extraction methods

are required to implement similarity computation as a basis for search and analysis

purposes. To date, an abundance of feature extraction methods have been proposed for

different types of structured data. However, they are often defined in a heuristic way and

yield rather abstract representations, which are difficult to understand and leverage by

non-expert users in search and analysis applications. Consequently, it remains difficult to

decide which descriptor is best suited to solve a retrieval and analysis problem at hand. In

other words, if a content-based analysis focuses on pattern-related retrieval tasks (e.g.,

Which pattern occurs more often than another? How much noise can be discarded before

starting a detailed analysis?) then patterns must be modeled sufficiently by its feature

descriptors. One main scientific challenge is that the definition of feature vectors, as well

as similarity functions, is complex, and often requires knowledge of the user or application

context.

Research Objectives: A range of research questions can be derived whose answer forms

a basis for pattern-driven exploration approaches:

1. How can we describe the visual characteristics of matrix-based representations,

such that visual patterns are in focus?

2. How can we validate and quantify the performance of these automatic feature

detection approaches?

3. How can we develop automatic analysis approaches and visual depictions thereof

that help to assess a feature vector’s performance wrt. the human’s intuition?

4. Which data transformation, i.e. matrix reordering, has an impact on the similarity

and relevance computation for retrieval and analysis tasks? Specifically, the de-

pendency between data transformation and feature extraction methods and their

impact on the effectiveness of retrieval and analysis applications will be in the focus.

Many (image-based) feature descriptors are available that are specifically tailored to

quantify a distinctive aspect of the data. For matrix-based representations, our hypothesis

is that some of these feature descriptors can be used to derive an insight about their
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“patternness.” In other words, we assume that feature descriptors allow us to quantify

the interestingness of matrices with respect to the visual patterns they contain. For the

evaluation of this hypothesis, a practical problem arises: in many cases large amounts

of matrices are available, but textual annotations about their patterns are lacking or are

only partially available. To overcome these problems we present in this chapter several

(automatic) evaluation approaches for pattern analysis in matrices.

4.2 | Related Work

Our work relates to interactive and automatic approaches for view selection, relevance-

driven information retrieval, and systems which capture user feedback to guide the analy-

sis process.

Quality-Driven Relevance Analysis in Large Data Spaces Visual data analysis methods

need to be able to handle increasingly large data sets. However, not only the data size

grows, but also the possible visualization space for this data. This problem gets even worse

when the number of view parameters is taken into consideration. In the case of the analysis

of an n-dimensional data set with scatter plots, (n×(n−1))/2 two -dimensional projections

can be produced [Tat+11]. If the same data set is visualized with a Parallel Coordinates Plot

even n! possible column orderings exist [DK10]. Similar problems arise in the visualization

of adjacency matrices, which comprise (n!×n!) valid row/column orderings. However, all

of these visualization approaches have in common that only few view configurations lead

to relevant or non-redundant information. Hence, intelligent methods for compressing

and filtering data for potential patterns of interest are researched.

General approaches to support the identification of relevant views in large view spaces

include clutter reduction [ED07; PWR04] and dimensionality reduction [Ing+10; Tat+12].

Besides fully-automated approaches, others explore interactivity, empowering the user.

For example, in [Beh+14a] an interactive scatter plot exploration approach using a clas-

sifier to learn the notion of interestingness from user feedback is proposed. A visual

query interface for multivariate data using regressional features is presented in [SBS11].

Alternatively, sketching can be used to express patterns of interest in a large scatter plot

space [Sha+14].

Methods Based on View Quality Quantifying the interestingness of visualizations typi-

cally requires heuristic feature-based approaches that respond to the (potentially) inter-

esting structural characteristics of a visualization. These methods try to mimic human

perception in that they distinguish one or more visual patterns from noise. Several previ-

ous works exist, tailored towards specific patterns for certain visualization techniques.
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For scatter plots, Wilkinson et al. [WAG05] introduce Scagnostics (scatter plot diagnos-

tics), using graph-theoretic measures to describe point distributions. Their feature vector

consists of nine interpretable characteristics which are important in the analysis of scatter

plots. By using one of these measures, an analyst can make assumptions about inherent

information of the described scatter plot. Scagnostics are global features, describing a

whole scatter plot at once. Recently, Shao et al. [Sha+15] proposed usage of local features

to rank scatter plots. The approach first applies a density-based segmentation of local

scatter plot patterns, and then identifies relevant views by an interest-measure defined

over local patterns.

Similarly, Dasgupta et al. [DK10] propose Pargnostics for Parallel Coordinate Plots with

the goal to optimize the axis layout so that user’s preferences are met. Pargnostics intro-

duces several statistical and image-space measures to quantify, e.g., the number of line

crossings, crossing angles, convergence, or overplotting measures, all being candidates to

rank relevant or informative views.

For dense pixel displays, Schneidewind et al. proposed Pixnostics [SSK06], a set of

statistical measures in pixel-oriented visualizations. The entropy of an image is measured

and shows to be useful to distinguish structured views from noisy ones, reducing the

interactive search time for pattern retrieval tasks. In the line of this work, Albuquerque

et al. present the Noise-Dissimilarity measure for Jigsaw Maps [Alb+10], which we also

adapted and tested for our matrix pattern analysis scenario. For high-dimensional data

analysis, Bertini et al. [Ber+11c] proposed a conceptual model for assessing the quality in

image space and to integrate view quality into the visual exploration process. Finally, Sao

et al.’s [SS04] rank-by-feature framework makes use of correlation and entropy measures

to find an appropriate order within histograms, box plots and scatter plot views.

Dimension Reduction and Fuzzy Graph Matching. One of our data-space feature ex-

traction approaches presented in this chapter (see: Section 4.5) uses data projection to

compare matrices based on their row/column elements, and defines a distance function

based on bipartite graph matching. We, therefore, pinpoint here to the relevant literature.

Many techniques exist to reduce the dimensionality of data [POM07] and support the

exploration process in analysis tasks [Yan+07a]. Matching algorithms, on the other hand,

can compare data by finding correspondences of local data properties. An example is the

matching of regions in images based on the correspondence of local SIFT features [Low04].

Comparison of graphs by edit distances has been proposed in [ZWS96], however this is

an expensive process. Inexact or fuzzy graph matching approaches try to cope with the

computational effort by applying tree search/indexing algorithms [SF83; Cor+96; Pel98],

transforming the graph matching problem into a continuous, non-linear optimization

problem [FE73; WH97; WW02] or exploring spectral characteristics of the graph [Ume88;

CK04; KC02]. Similar to our approach, in [KC02] a vector space is defined using the
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Figure 4.1 Top: The standard approach to feature extraction operates on the raw data and is
typically defined in a static and heuristic way. Bottom: Our approach extracts features
from a visual representation of the raw data. The approach is able to visually represent
why objects are similar and provides a starting point for user interaction and navigation.

Eigenvectors of the adjacency matrices. The graph nodes are projected onto points in this

space. Then, a clustering algorithm is used to retrieve common local relational structures

between different graphs [KC02]. The authors state that this method is robust with respect

to graph distortions; corresponding nodes are always close to each other in their graph

Eigenspace. The comparative analysis of sets of graphs has been considered in [LGS09] by

means of clustering of statistical graph features.

Content-Based Image-Based Retrieval Many image retrieval systems so far rely on low-

level image features, such as color histograms, edge histograms, or texture measures

[DKN08], which are heuristically combined to form distance functions. A problem in

content-based search is often how to define a query if no example search object is avail-

able. Relevance feedback methods for image retrieval may operate typically on low-level

feature representations in various ways. One option is to construct a new query vector

by averaging the feature vectors of all image examples marked by the user as relevant.

Another option is to train a classifier (e.g., SVM or Decision Tree [HKP11]) from the set of

relevance information provided by the user.

4.3 | Overview

In this Chapter, we present automatic feature extraction techniques that can be used

to describe the visual patterns in large matrix spaces. As already noted in Section 2.1

we are striving for automatic detection methods for visual features and patterns, which

form the basis for more sophisticated analysis scenarios, such as retrieval, clustering or

classification of visual patterns in matrix plots.

From an abstract viewpoint, we are exploring a new class of similarity calculation

approaches that are based on visual representations of relational data. The basic idea



4.3 Overview | 119

is to regard visual representations as a proxy to the data of interest, and base similarity

and relevance computation tasks on the visual data representation, instead of the original

(raw) data. Our aim in doing so is to provide user-friendly, interpretable and interactive

assessment functions as a basis for search and analysis tasks. Novel visual descriptors try

to mimic human perception aspect thus helping the user to improve the interactive query

specification and analysis result interpretation stages of the visual data analysis process.

In the following, we will focus on the definition, usage and interpretation of visual features

for relational data.

As discussed in Section 4.1, searching and analyzing are key tasks for retrieving, relating

and reusing of complex data sets. Similarity functions are required to implement search

and analysis applications and are especially important for relevance/quality assessment

tasks. Existing approaches typically compute the similarity between complex data objects

based on static feature vector representations which are extracted from the raw data. These

representations are generally defined heuristically and applied in a black-box manner.

As a consequence, 1) the similarity concept (feature encoding and similarity function)

are fixed and cannot adapt to the context of the user task, and 2) it is hidden from the

user why two data instances are considered similar or not. These problems reduce the

effectiveness of search and analysis applications, as the similarity notion cannot adapt to

user context and results may not be easily interpreted by the users. While we are dealing

with the extraction and quantification of patterns the following sections, we will show in

Section 5.6 several approaches to let the user change and adapt the notion of similarity

with respect to the current contexts and questions.

As Figure 4.1 depicts, the standard approach to similarity computation extracts feature

representations from the raw data (see Figure 4.1 (Top)). We propose to extract feature

representations from the visual transformation of input data (see Figure 4.1 (Bottom)).

This approach may provide several advantages. First, a visual transformation of data is

naturally linked with the user interface: Visualization of the data is used in many applica-

tions, and it can be intuitively shown why two data representations are considered similar

– namely, by showing corresponding visual features in the visual data representation. A

second main advantage is that one can easily implement visual query interfaces which

allow the user to sketch or mark data or patterns that they are interested in, and compute

the similarity between these visual queries and the target data. We present a query-by-

sketch interface for matrix-based representations in Section 5.5. Finally, the similarity

notion can flexibly adapt to user needs: different visual abstractions give rise to different

similarity notions and allow users to choose the similarity notion simply by selecting one

visual transformation from the possibilities. Specifically, this relationship is given in our

research context, since distinct matrix reordering algorithms may produce different visual

patterns, hence making some algorithms more suitable for a specific task at hand. An
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Figure 4.2 Automatic Matrix Pattern analysis approaches are investigated in two subgroups: (1)
Engineered feature vectors are extracting specific, designated visual characteristics, (2)
Learned feature vector approaches are deriving the potentially interesting characteris-
tics from a given training set. Both approaches are evaluated for their applicability in
the matrix-pattern analysis scenario.

appropriate, user-adaptive classification can help further to answer the question which

algorithm is appropriate for the task at hand.

Fundamentally, we differentiate two feature extraction approaches: (1) Engineered

Features Vectors as described and developed in Section 4.4 and (2) Learned Feature Vectors

as outlined in Section 4.6. While engineered feature vectors target a specific characteristic

to be explored, learned features are obtained by training classifiers for target concepts on

the input data. To evaluate the effectiveness of both approaches we describe in Section 4.7

the results of a series of experiments. In these experiments, we evaluate our developed

and applied feature descriptor approaches with the focus how well they are suited to

retrieve and distinguish between specific visual patterns and anti-patterns.

4.4 | Image Feature-Driven Analysis of Matrix Patterns

In this Section, we concentrate on finding visually interesting adjacency matrix visu-

alizations for relational data, i.e., networks. A widely used approach to implementing

search and analysis for relational data relies on so-called image feature descriptors (FDs),

capturing certain relevant data properties to compute similarity scores between data

elements according to these features. Descriptor-based similarity functions are hence a

basis for many important exploration tasks, e.g., ranking data elements by similarity or for

computing data clusters according to features.
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The choice of feature vectors and similarity functions is the main research challenge;

it often requires knowledge of the application context, and sometimes even the user. To

date, a significant number of feature extraction methods have been proposed for different

types of structured data [RHC99; Sme+00]. However, the descriptors are often defined

in a heuristic way and yield rather abstract information, which are difficult to interpret

and leverage by non-expert users in search and analysis tasks. Thus, it remains difficult to

decide which descriptor to choose for a retrieval/ analysis problem at hand.

Recently, image-based features have been used to characterize the visual representa-

tion of data [DK10; Leh+15] with the goal to guide the user in the exploration based on

the visual representation. The idea is, for example, to search for an improved view, or to

find views of potential interest to the user. Doing so describes the data on a space that

is different from the data itself and that instead is based on the characteristic of visual

patterns [WAG05; SSK06; DK10; Leh+15]. This has the advantage that image representa-

tions are closely related to what the user visually inspects, namely, the visualization of the

considered data.

Influential for this field is the work of Tukey who formulates the problem that –as

the number of plots to interactively inspect increase– exploratory data analysis becomes

difficult and time-consuming [WAG05]. Tukey proposes to find the “interesting” plots

automatically and to investigate those first. To that end, Wilkinson et. al. [WAG05] present

a set of 14 measures for the quantification of distribution of points in scatter plots, called

Scagnostics. Each measure describes a different characteristic of the data and helps, for

example, to filter the views with different Scagnostics measures than the majority. The

underlying scatter plots are likely to exhibit informative relations between the two data

dimensions. Besides static ranking tasks, image-based data descriptions can also form a

basis for dynamic training of classifiers to identify potentially relevant views [Beh+14a].

This approach is particularly useful for cases in which a given (static) description and

selection heuristic may not fit some user’s requirements.

We propose a set of six FDs, called MAGNOSTICS features, which quantify the presence

and salience of six common visual patterns in matrices (presented in Section 2.1.3). Each

pattern refers to a topological graph motif, such as clusters, central nodes, or bigraphs.

MAGNOSTICS are similar to Scagnostics features describing, e.g., the degree of stringiness,

clumpiness and outlyingness as relevant patterns in Scatterplots.

Unlike statistical graph measures, which allow describing global graph characteristics,

such as density and clustering coefficient, MAGNOSTICS represent interpretable visual

features for matrix displays. This is of great importance, because the order or rows and

columns in the matrix influences which type of information is visible or hidden from the

viewer [Beh+16], just like in a 2D layout for node-link representations. MAGNOSTICS can

be used for a large variety of tasks, such as finding good orderings for visual exploration,

finding matrices with specific patterns in a large network dataset, analyzing collections
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of networks, or series of stages in an evolving network (e.g. brain functional connectivity

data).

While many FDs for image analysis exist, there is no evidence how they perform for

detecting patterns in matrices. To make an informed choice of FDs for MAGNOSTICS,

we evaluate 30 FDs, including three new descriptors that we specifically designed for

detecting matrix patterns. Using a set of 5,570 generated matrix images, we evaluated

each FD on four criteria: pattern response, pattern variability, pattern sensibility, and

pattern discrimination. For each of the FDs that are part of MAGNOSTICS, we provide

a more detailed description, showcasing its performance on real-world data sets. We

demonstrate MAGNOSTICS on two application scenarios (Section 4.8.1). Firstly, querying

an extensive database by example (query-by-example) and via a sketch interface (query-by-

sketch). The second scenario analyses a network evolving over time based on time-series

of MAGNOSTICS.

The complete data set, our analysis result, and the sketching interface can be found

online: http://magnostics.dbvis.de.

4.4.1 | Feature Descriptor Analysis Methodology

The literature on image analysis provides an abundance of image descriptors, including

such based on color, texture, shape, structure, among other properties. These descriptors

are traditionally developed and used for processing of real-world images. Our goal is to

make an informed selection of candidate FDs appropriate for responding to patterns in

matrix visualizations shown in Section 2.1.3. To that end, we started with an initial set of

27 existing, well-known image measures described in the literature. We also include three

additional FDs that we designed specifically to respond to patterns in matrix views which

by their nature show different properties than real-world images.

Evaluation Criteria

To inform a selection of FDs, we evaluate each FD according to the following four criteria.

The individual results are reported in Section 4.4.2:

• C1: Pattern Response—To which specific matrix pattern(s) does the FD respond? An

appropriate FD must distinguish patterns from noise, i.e., a matrix with a random

distribution of black and white cells. For every pattern in Section 2.1.3, we can

generate a set of prototype patterns and measure the performance by precision and

recall for every FD on our entire benchmark data set.

• C2: Pattern Variability—How much variation in the pattern can the FD detect?

Patterns in matrices vary, mainly in size or number; for example, there can be one or

more blocks, and each of the blocks can have a different size. To measure variability,

http://magnostics.dbvis.de
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we can generate variations for every pattern in Section 2.1.3 and calculate how much

the FD response varies/discriminates, using Euclidean distance.

• C3: Pattern Sensitivity—How sensitive is the FD to pattern degieneration, e.g., noise?

Patterns are rarely encountered in a pure form. For example, blocks may show holes

(less dense clusters), or less sharp boundaries (e.g., overlapping clusters). For every

pattern in Section 2.1.3 and its variations, we gradually degrade the pattern until

eventually returning a noise matrix (randomly distributed black cells). We develop

and derive a pattern sensitivity measure to quantify how well an FD can cope with

the degeneration of a pattern. Please note that we are using a slightly modified

terminology than the information retrieval community: There the term “sensitivity”

is inherently related to precision and recall –which is already evaluated under C1.

Our definition of sensitivity in this context is fully orthogonal and purely relates to

an FDs noise sensitivity.

• C4: Pattern Discrimination—How different does the FD respond to different pat-

terns? An effective FD should yield discriminative results for different patterns.

Otherwise, it does not allow interpreting the FD’s response correctly. We measure

the pattern discrimination by analyzing the differences between vectors returned

by the FD.

To inform our selection of MAGNOSTICS FDs, we consider C1 a decisive criterion,

meaning that we do not want to include FDs into MAGNOSTICS if they do not respond

properly to any patterns. Results for C2 and C3 are descriptive in that depending on the

final use case, a more variable (C2) and/or sensitive (C3) FD may be preferred. Alike C1, C4

is considered a decisive criterion as we want FDs to discriminate different patterns. In the

following, we describe which initial FDs are included in our analysis, how we generated

the benchmark data, and how we analyze the returned feature values for each defined

experiment.

Selecting an Initial Set of Feature Descriptors

Table 4.1 summarizes the list of FDs we considered for our analysis. Main selection

criterion was the suitability to respond to our set of visual patterns in matrices, availability,

and stability of the particular implementations. We also made sure to include two to five

FDs from every different image analysis subdomain [RHC99; Sme+00]: texture descriptors,

(localized) color-, edge- and line descriptors, shape-, structure- and contour descriptors,

interest point descriptors, and noise descriptors.

Also, we developed three novel FDs specifically for matrix diagnostics. For example,

our BLOCK FD not only responds to blocks, but is able to return their number and density

(Block Pattern P1 ). NOISE STATISTICAL SLIDINGWINDOW quantifies the (local) amount

of noise in a matrix (Noise Anti-Pattern A1 ), while the PROFILE FD is designed to respond

to matrices with many lines (Star/Line Pattern P3 ). Details are given in Section 4.4.3.
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Creating a Matrix Pattern Benchmark Data Set

We tested each FD against the same data set, i.e., visual matrices. An appropriate data set

must contain patterns (C1) and variations thereof (C2), and different degrees of pattern

quality (C3). Moreover, we need multiple samples for the same pattern and its variations

in order to account for the variability in the individual data samples. We decided to create

an artificially controlled benchmark data set to control for the presence, variation, and

quality of patterns, as well as to create as many data samples as necessary. Figure 4.3

shows example matrices from the data set. The complete benchmark data set is available

online.

Patterns and Variations For every of the five patterns in Section 2.1.3, we generated

prototypes of 30 × 30 matrices and variations thereof (Figure 4.3 first line). A prototype

is an image with only the pattern in an otherwise empty matrix. Any purposeful FD

must respond to this pattern (C1). A variation of a prototype is a variation of the general

characteristics of the pattern, mainly number, size, and position. The goal is to allow

conclusions regarding which type of variations an FD is able to differentiate (C2).

For example, a variation of the block pattern varies the number of blocks; a variation

of the line patterns changes the line width or the number of lines, and so forth.

Variations

 Block-Diagonal Star Off-Diagonal Blocks Band Bandwidth

a)

Point

 

Swap
b)  

c) Index  
Swap

d) Masking 

Figure 4.3 Examples of matrices as used in benchmark. Benchmark dataset can be downloaded at
our MAGNOSTICS website.

Gradual Pattern Degeneration To measure an FD’s ability to respond to unclear and

noisy patterns (C3), we generated a progressive degeneration schema for each pattern and

its variation, i.e., we gradually decreased the quality of the pattern by introducing “noise”

into the matrix. We generated matrices with the following degeneration functions, making

sure that the last steps of every degradation resulted in a completely random matrix.

a) Point-Swap—The first type of noise function introduces structural noise into the

graph, by randomly swapping cells in the matrix (Figure 4.3b)). Any cell-swap randomly

exchanges one black and one white cell in the matrix (symmetry is preserved by a second

corresponding cell-swap in each degeneration step). We can consider the number of

cell-swaps as a quality measure how salient a pattern is expressed in the data. For example,

http://magnostics.dbvis.de/#/benchmark
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Feature Descriptor Group Reference

GLOBAL_COLOR_HISTOGRAM Color [RHC99]
AUTO_COLOR_CORRELOGRAM [Hua+97]

FUZZY_HISTOGRAM [HM02]
FUZZY_OPPONENT_HISTOGRAM [SGS10]
COLOR_OPPONENT_HISTOGRAM [SGS10]

THUMBNAIL [Gra15]
MPEG7_COLOR_LAYOUT Color Layout [KY01]

LUMINANCE_LAYOUT [LC08]
CEDD [CB08b]
FCTH [CB08a]

JCD [Gra15; CB08b]
EDGEHIST Edge Java

MPEG7_EDGE_HISTOGRAM [PJW00]
HOUGH [Hou62]

SURF Point of Interest [Bay+08]
FAST [RPD10]

BLOCKS Shape Java
COMPACTNESS [Mor]
ECCENTRICITY [YWB74]

ADAPTIVE_GRID_RESOLUTION [YKR08]
JPEG_COEFFICIENT_HISTOGRAM Structure [LC08; LPM10]

PROFILES Java
FRACTAL_BOX_COUNTER [SLM96]

PHOG [BZM07]
HARALICK Texture [HSD73]

GABOR [LC08]
TAMURA [TMY78]

LOCAL_BINARY_PATTERN [HP06]
NOISE_STATISTICAL_SLIDINGWINDOW Java

NOISE_DISSIMILARITY [Alb+10]
GRADIENT [Rüd15]

Table 4.1 Overview over all tested feature descriptors (FDs). FD names are hyperlinks to access an
interactive FD profile page with amongst others a distance-to-noise and a distance-to-
base ranking.

a complete block without holes represents a clique in the graph, while the presence of

holes indicates a less dense cluster. For our dataset, we generated pattern degenerations

with the following numbers of cell-swaps: 0, 1, 2, 4, 8, 16, 32 percent of the data, with the

last step (32%) showing no evidence of any pattern.

b) Index-Swap—With a second noise function, we iteratively swap rows and columns

in the matrix (Figure 4.3c)). An index swap preserves the topology of the graph, by ran-

domly exchanging two rows (and columns). Degrading a pattern with an index-swap is

similar to using a matrix reordering algorithm that fails to show a topological structure,

even though it is present in the data. For our data set, we generated data samples from

0 to 10 index-swaps. We can use the number of index-swaps as a quality measure of the

respective pattern.

http://magnostics.dbvis.de/#/featurevectors/COLOR_GLOBALCOLORHISTOGRAM
http://magnostics.dbvis.de/#/featurevectors/COLOR_AUTO_COLOR_CORRELOGRAM
http://magnostics.dbvis.de/#/featurevectors/COLOR_FUZZY_HISTOGRAM
http://magnostics.dbvis.de/#/featurevectors/COLOR_FUZZY_OPPONENT_HISTOGRAM
http://magnostics.dbvis.de/#/featurevectors/COLOR_OPPONENT_HISTOGRAM
http://magnostics.dbvis.de/#/featurevectors/COLOR_THUMBNAIL
http://magnostics.dbvis.de/#/featurevectors/COLOR_MPEG7_COLOR_LAYOUT
http://magnostics.dbvis.de/#/featurevectors/COLOR_LUMINACE_LAOUT
http://magnostics.dbvis.de/#/featurevectors/COLOREDGE_CEDD
http://magnostics.dbvis.de/#/featurevectors/COLOREDGE_FCTH
http://magnostics.dbvis.de/#/featurevectors/COLOREDGE_JCD
http://magnostics.dbvis.de/#/featurevectors/EDGE_EDGEHIST
http://magnostics.dbvis.de/#/featurevectors/EDGE_MPEG7_EDGE_HISTOGRAM
http://magnostics.dbvis.de/#/featurevectors/LINES_HOUGH
http://magnostics.dbvis.de/#/featurevectors/POI_SURF
http://magnostics.dbvis.de/#/featurevectors/POI_FAST
http://magnostics.dbvis.de/#/featurevectors/SHAPE_BLOCKS
http://magnostics.dbvis.de/#/featurevectors/SHAPE_COMPACTNESS
http://magnostics.dbvis.de/#/featurevectors/SHAPE_ECCENTRICITY
http://magnostics.dbvis.de/#/featurevectors/SHAPE_ADAPTIVEGRIDRESOLUTION
http://magnostics.dbvis.de/#/featurevectors/STRUCTURE_JPEGCOEFFICIENTHISTOGRAM
http://magnostics.dbvis.de/#/featurevectors/STRUCTURE_PROFILES
http://magnostics.dbvis.de/#/featurevectors/NOISE_FRACTAL_BOX_COUNTER
http://magnostics.dbvis.de/#/featurevectors/STRUCTURE_PHOG
http://magnostics.dbvis.de/#/featurevectors/TEX_HARALICK
http://magnostics.dbvis.de/#/featurevectors/TEX_GABOR
http://magnostics.dbvis.de/#/featurevectors/TEX_TAMURA
http://magnostics.dbvis.de/#/featurevectors/TEX_LOCAL_BINARY_PATTERN
http://magnostics.dbvis.de/#/featurevectors/NOISE_STATISTICALSLIDINGWINDOW
http://magnostics.dbvis.de/#/featurevectors/NOISE_DISSIMILARITY
http://magnostics.dbvis.de/#/featurevectors/TEX_GRADIENT
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c) Masking—Lastly, we gradually add additional black points (noise) to the matrix

to mask the pattern (Figure 4.3d). Thereby, we simulate situations in which the visual

pattern is overlapping and intervenes with other patterns, e.g., overlapping clusters, closely

connected nodes. The applied noise is exponentially increasing (0% to 16%).

For each of the 23 pattern variations × 24 degeneration types (4 P1 + 4 P2 + 6 P3 +

5 P4 + 4 A2 × 7 point-swap + 11 index-swaps + 6 maskings) we created 10 samples,

resulting in a set of 5520 benchmark matrix images with patterns. On top of that, we added

50 pure random noise images with a varying noise density between 1% and 16%, leaving

us with a total number of 5,570 MAGNOSTICS benchmark matrix images. The full dataset

can be downloaded from our website: http://magnostics.dbvis.de/#/benchmark.

Setup

For each one of our 5,570 matrix images mi we run each of our 30 FDs. This resulted in

167100 trials F D j (mi ), each one returning an n-dimensional feature vector v = F D j (mi ).

For most FD (except, BLOCKS, TAMURA and some others), vector dimensions may not

have a specific human interpretation. To analyze and compare all feature vectors we have

to rely on distances between individual feature vectors d(vi , v j ). Our distance function is

the Euclidean distance between n-dimensional vectors.
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Figure 4.4 FD evaluation methodology and main concepts.

Two FDs (ADAPTIVEGRIDRESOLUTION and HOUGH) had to be excluded from the

analysis process since their implementations did not reliably return comparable feature

vectors.

4.4.2 | Analysis and Result Overview

Each criterion (C1-C4) requires an individual analysis of the feature vectors. We report on

each criterion individually.

http://magnostics.dbvis.de/#/benchmark
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Pattern Response (C1)

Our pattern response criterion refers to an FD’s ability to respond to a specific pattern

in the data. As a measure of effectiveness, we use precision and recall measures [BR11].

High precision reflects an FD’s ability to rank a larger number of correct answers at the

first ranking positions. High recall means that the FD is able to retrieve a large fraction of

all correct answers (matrices) from the target dataset. The weighted harmonic mean is an

aggregate that combines both measures but prefers recall over precision (F2 score, with

β= 2 ). It is given in Equation 4.1 and will be used to assess the capability of the FDs to

identify the sought matrices.

Fβ = (1+β2) · precision · recall

(β2 ·precision)+ recall
(4.1)

Separate precision, recall and F1 tables can be accessed online1.

Our experiment setup looks as follows and is repeated for all 30 feature descriptors:

First, we derive an appropriate sample data set for our experiment, which consists of all

slightly degenerated pattern images (≤ 4% for point-swap and noise and ≤ 6 index swaps).

Second, we conduct a 10-fold cross-validation, where each repetition involves the random

partitioning of the data into complementary subsets: the training set (70% of the data),

which is used to train a classifier, and the validation set (30% of the data) to derive our

performance measures. The validation results are averaged over the rounds to reduce the

variability. To mitigate the impact of the classifier algorithm we run all experiments with

three distinct classifiers (Random Forest, Naïve Bayes, Support Vector Machine). Since the

results are comparable, we decided just report on the Random Forest Classifier2.

We present the results of our pattern response experiments in Figure 4.8(a). The F2

scores are ranging from 0 (low; white) to 1 (high; saturated). As shown in the table, most

of the FDs perform with an F2 score of 0.9 or greater, meaning that these FD are able to

differentiate patterns from noise. Generally, texture descriptors yield the highest overall

F-scores. None of the patterns were specifically a problem for any of our selected FDs,

which means that altogether, our preselected set of FDs can respond to each of our six

base patterns. Some measures yield higher scores for certain patterns while scoring less

for others. For example, MPEG7_EDGE_HISTOGRAM yields lower scores for both block

patterns. These results confirm the purpose of an algorithm designed to respond to edges

in images. In contrast, BLOCKS performs well for block patterns, but less for lines.

We will report on the choice of each feature descriptor for each pattern separately in

Figure 4.4.2.

1 http://magnostics.dbvis.de/#/evaluation/patternresponse
2All other experiment result tables can be found in the Appendix.

http://magnostics.dbvis.de/#/evaluation/patternresponse
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a) Variability (C2)Distance Matrix
Variations

COLOR_THUMBNAIL

Pattern Degeneration

SHAPE_COMPACTNESS

b) Sensitivity (C3) Distance Matrix

Figure 4.5 Distances between two selected feature vectors (COLOR_THUMBNAIL and
SHAPE_COMPACTNESS) of different pattern variations.

Pattern Variability (C2)

Pattern variability corresponds to how sensitive an FD is with respect to variations in the

pattern. Therefore, we decided to take only prototypical patterns without any further de-

generation (e.g., noise) into consideration for these experiments. Since no scalar measure

exists to describe the pattern variability, i.e., there is so far no vector dimension on the

number of blocks or lines, we need to look at pair-wise distances between feature vectors

and analyze if they allow us to discriminate the pattern variations.

Figure 4.5 illustrates all pairwise distances of the test patterns between two selected

feature vectors in a distance matrix (Descriptor Distance Matrix, DDM). One row and

column represents each pattern variation. The last row contains the noise matrix as a

point of reference for a distance normalization. Black values mean low distances, red

represents medium distances, and white reflects high distances. The example in Figure 4.5

shows a desired distribution of distances for the selected FDs (COLOR_THUMBNAIL and

SHAPE_COMPACTNESS), i.e., pairwise distances become gradually higher for more vari-

ation of the pattern. Hence, we consider these FDs as suitable candidates to measure

the variability of matrix patterns gradually by distance. For better quantification and

comparison, we also report on the standard deviation of the normalized distance scores,

as shown below.

σFDi (PV) =
√

1

|PV|
∑

1≤i , j≤|PV|

(
ndi st (PVi,PVj)− x̄

)2 (4.2)

Where, PVi corresponds to the i th pattern variation from a base pattern variation set

(e.g., Block1-4), ndi st () represents a normalized Euclidean distance and x̄ corresponds to
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the average of all distance combinations. We excluded the reference noise column from

this calculation, since it has only illustration purposes.

Other than for precision and recall, variability is no strict criterion for us to exclude an

FD from the selection. An FD with low variability supports application cases where any

expression of a pattern is of importance, e.g., finding matrices with block patterns. An FD

with high variability supports applications where more detail is necessary, such as finding

matrices most similar to a given one.

We report the results of our pattern variability experiments in Figure 4.8(b). The stan-

dard deviation scores are ranging from 0 (low = white) to 0.5 (high = dark red). From the

table, we see that the only FD with no variability at all is HARALICK. Other FDs score consis-

tently high on our variability measure meaning that they are able to discriminate between

the pattern variations. We also found that variations in the off-diagonal and block pattern

are lower for most FDs, which might be due to the fact these coherent rectangles are not

recognized independent of their location in the matrix plot (i.e., translation invariance).

Line patterns seem to yield generally high variability, suggesting that our FDs are sensitive

to changes in the expression of lines.

Pattern Sensitivity (C3)

Pattern sensitivity refers to how sensitive an FD is to pattern degenerations (e.g., noise),

implying a visually less salient pattern. High sensitivity means that only visually salient

patterns can be detected, while a low sensitivity allows even less salient patterns to be

detected.

Our analysis approach here is similar to the one for C2; we analyze the Euclidean

distances between feature vectors of different degeneration levels (Section 4.4.1). The

assumption is that with an increase in degeneration, the distances between feature vectors

and the feature vectors for the non-degenerated base pattern follow a monotonic increase.

Figure 4.5(b) shows a DDM for a variation of the Block-Diagonal Pattern (4 blocks) and

examples of increasing degeneration with the PointSwap modification. The matrix shows

a monotonic increase in distances from the proto-pattern to the degenerated matrix. For

our sensitivity analysis, we only report one pattern variation for every base pattern. Tests

with the other pattern variations showed only small differences. Eventually, we obtained

150 DDMs, one for every combination of the five base patterns and the 30 FDs.

In analyzing the monotony, we (1) assess if there is any monotonic increase or not. If

the increase in not monotonic, the respective FD is very sensitive to any degeneration,

i.e., the FD cannot accurately rank matrices according to their amount of noise. (2) For

monotonic plots, we can then quantify the sensitivity of the FD: highly sensitive (fast

increase of distances) or tolerant (slow increase of distances).

Figure 4.6 shows examples of monotonic increases of distances. The x-axis shows the

degeneration level; the y-axis indicates the distance to the average of one base-pattern



130 | Automatic Support for Pattern Retrieval in Matrix-based Representations

Figure 4.6 Relations between degeneration levels and mean distance (red) to base patterns.

vector. Each point in the plot represents the distance of a sample. The red points and line

represent average distances. Figure 4.6 (a) shows low sensitivity, (b) high sensitivity, (c)

medium sensitivity but with a large variation in the distances, and (d) non-monotonically

increasing distances.

To quantify monotony of the 150 DDMs and to better inform our final choice, we

calculated the monotony for the feature descriptor F Di and the base pattern P j as follows

monotony(F Di ,P j ) =


1, (meanl+1 −meanl +0.05) > 0;

∀l ∈ noi se_level s.

0, otherwise

where meanl indicates the average of feature vectors retrieved for the noise level

k. For monotonic increases, we then calculated the sensitivity as the signed difference

between the averaged vector for each degeneration level, and the normalized equality

function x = y . sensitivity(F Di ,P j ) is high for sensitivity > 0 (fast increase), and low (slow

increase) for sensitivity < 0.

sensitivity(F Di ,P j ) =
|noi se_l evel s|−1∑

l=0

(
(meank − (

l

|noi se_level s| )
)

We show the results of our pattern sensitivity analysis for the point-swap modifica-

tion function in Figure 4.8(c). Cross signs mean that the respective FD did not yield a

monotonic increase of distances. The entire overview of our results for all degeneration

functions and base patterns, as well as every distance distribution, can be explored on our

interactive website3.

In summary, most feature vectors show low sensitivity (i.e., are tolerant) to our masking

function. However, for structural degeneration (point-swap and index-swap), there are

3 http://magnostics.dbvis.de/#/evaluation/patternsensitivity

http://magnostics.dbvis.de/#/evaluation/patternsensitivity
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Figure 4.7 Pattern Discrimination (C4): High mean values indicate high distances between feature
vectors for the individual patterns (CI=95%).

significant differences in the sensitivity of all FDs. In most cases, an FD is tolerant for all

or for none base pattern. In our analysis, we found that MPEG7_COLOR_LAYOUT and

GABOR performed best across all modification functions.

Pattern Discrimination (C4)

Our last criterion focuses on how much an individual FD is able to discriminate different

patterns, i.e., blocks, lines, etc. A high discrimination means that an FD allows distinguish-

ing between patterns. The respective DDM must look similar to Figure 4.5(a).

To measure discrimination for a given FD, we investigate the pairwise distances be-

tween the feature vectors v for all patterns. In order to obtain a single measure for all the

pairwise differences, we report on the mean values of distances, as well as the standard

deviation. High mean distance values can be interpreted as high average distances among

feature vectors for different patterns, suggesting a high ability to discriminate between

patterns. A high standard deviation can be interpreted as a balance between pair-wise

distances, and indicate that this particular FD can discriminate only a few patterns.

Figure 4.7 shows mean values and confidence intervals for all FDs. EDGEHISTOGRAM

shows the highest means in distances while having rather small confidence intervals.

Similar are THUMBNAIL and PHOG. Large standard deviations are found with SLIDING-

WINDOW and ECCENTRICITY. Examples of low discrimination FDs are TEX_GRADIENT and

NOISEDISSIMILARITY.
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a) Pattern Response (C1)

c) Pattern Sensitivity (C3) Point Swap

b) Pattern Variability (C2)

Figure 4.8 Analysis result overview for all FD and patterns: (a) C1: numbers present the F2-score;
higher scores (darker) indicate better response to the pattern, (b) C2: high values
(darker) indicate higher variability between patterns, (c) C3: low values (darker) indicate
lower sensitivity. Please refer to http://magnostics.dbvis.de for a more readable version
of all tables above.

Figure 4.9 Result table showing all values. Colors correspond to criteria (blue=C1 (response),
red=C2 (variability), brown=C3 (sensitivity)). Black dots in each colored rectangle
indicate our subjective ranking; 3 dots represent high ranks, 0 dots indicate low ranks.
Please refer to http://magnostics.dbvis.de for a more readable version of all tables above.

Selecting Feature Descriptors

In the last Sections we quantitatively analyzed the differences between FDs with respect

to their pattern response (C1), to their ability to respond to pattern variations (C2), to

their sensitivity to degenerations (C3), and which patterns an FD is able to discriminate.

Overall we found that some measures perform equally for the same criterion. Figure 4.9

summarizes our results across all criteria.

http://magnostics.dbvis.de
http://magnostics.dbvis.de
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We can now choose a purposeful subset of FDs that allows us to describe our selection

of patterns in matrices. The specific choice of FDs required for a specific application may

vary, but starting with our set of selected FDs, which together form the MAGNOSTICS set,

is expected to be a suitable fit. We disregarded FDs, which did not perform well on our

criteria C1-C4, or which were outperformed by another FD for the same pattern.

We generally found that some patterns, e.g., blocks or off-diagonal blocks, appear to

be easier to detect for our FDs than others, e.g., bands and bandwidths. This may be

due to the fact that these patterns are (mostly) positioned around the diagonal/counter-

diagonal. Especially, for lines, our FDs allowed for little translational invariance (shifts in

the x-/y- positions). For our selection, we also found that we should incorporate trade-off

considerations between pattern response (C1) and the pattern variability (C2) since for

some patterns more variations can be expected than for others. The final choice of FDs

for MAGNOSTICS is detailed in Section 4.4.3.

4.4.3 | Engineered Image Space Feature Descriptors for Matrix

Structures and Patterns

We selected six FDs for MAGNOSTICS that we found most purposeful according to our

experimental comparison in the preceding section. For each FD we briefly describe its

name, functionality, which patterns it detects, and report on details on variability (C2),

stability (C3), discrimination (C4), and show examples of real-world networks the FD

could retrieve.

Block Descriptor P1

We designed the BLOCK descriptor as a heuristic to measures the blockiness of matrix plots

along the diagonal, thus allowing us to retrieve matrices with a Diagonal-Block matrix

form P1 . The BLOCK FD shows to be good in all the experiments (C1-4) with an F2 score

of 0.98, a high variability of 0.48 and a good sensitivity score of 0.68 for all degeneration

functions.

Distance-to-Noise (higher better)

Low High

Distance-to-Base-Pattern (lower better)

Figure 4.10 Examples for our Block Descriptor, specifically engineered to retrieve blocks around
the matrix diagonal.

https://en.wikipedia.org/wiki/Block_matrix#Block_diagonal_matrices
https://en.wikipedia.org/wiki/Block_matrix#Block_diagonal_matrices
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In a sliding window approach, the descriptor linearly scans for rectangles of a mini-

mum size (width/height) and density (black to white ratio). Found blocks are iteratively

enlarged if either the horizontal, vertical and diagonal direction leads to a block density

increase. Since found blocks can overlap, we are removing in a postprocessing step all

blocks, which are fully covered by other blocks. In contrast to the minimum density factor,

we calculate additionally a factor describing the separateness/distinctiveness of a block

and retain only those blocks which are perceptually distinct from the surrounding.

Local Binary Pattern Descriptor P2

The Local Binary Pattern (LBP) texture descriptor [HP06] is classically used for background-

foreground detection in videos. In our experiments, the descriptor showed to be respond-

ing to the off-diagonal block patterns P2 . In comparison to our BLOCK FD, which is

designed for blocks along the matrix diagonal, LBP adds an additional off-diagonal compo-

nent to the MAGNOSTICS feature vector. Is performs good for the C1 and C2 experiments,

with a F2 score of 0.9, a high variability of 0.46, but appears to be sensible to index swaps.

An alternative choice for Off-Diagonal Blocks P2 would have been the TAMURA textual

FD, which is significantly more sensible to noise.

In a sliding window approach, the FD constructs histograms of pixel intensities, called

local binary patterns (LBP) for a central pixel to N neighboring pixels.

Low Distance High Distance

Distance-to-Noise (higher better)

Distance-to-Base-Pattern (lower better)

Figure 4.11 Examples for the Local Binary Pattern Descriptor.

Profile Descriptor P3

We designed the PROFILE descriptor with the aim to describe lininess characteristics P3

(many/ few short/ long lines) in matrix plots. In our experiments the FD responds with

a perfect F2 score of 1.0, and distinguishes clearly between the base pattern variations,

thus leading to a quite low variability score of 0.28. Similar to all other FDs it reacts

moderately to noise. However, C1 and C2 make this FD especially suited for query-by-

example search tasks. The PROFILE computes two axis-aligned histograms of the plot,

where every matrix row, respectively column, represents one histogram bin and the bin’s
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value corresponds the number of black pixels within the respective row. In order to

achieve translation invariance (i.e., an otherwise empty matrix with just one row/column

line should be equally scored independently of the line’s location) we are computing a

standard deviation from the profile histogram. This approach follows the intuition that

matrix plots with many lines will show high values, while nearly empty matrices or highly

blocky matrices will show low values (few jumps).

Low Distance High Distance

Distance-to-Noise (higher better)

Distance-to-Base-Pattern (lower better)

Figure 4.12 Examples for our Profile Descriptor.

MPEG7 Edge Histogram P4

The MPEG7 Edge Histogram FD [PJW00] can be used to retrieve lines along the diagonal

P4 . It responds most often to the band pattern (F2 score of 0.92) and allows for some

variability (0.42), but has –alike all other FDs– problems to deal with pattern degenerations,

which might be due to the high specificity of the pattern. The FD subdivides an image into

4×4 sub-images. From each sub-image an edge histogram (5 bins with vertical, horizontal,

45-degree diagonal, 135-degree diagonal and non-directional edge types) is extracted

[Won05].

Low Distance High Distance

Distance-to-Noise (higher better)

Distance-to-Base-Pattern (lower better)

Figure 4.13 Examples for the MPEG7 Edge Histogram Descriptor.

Color and Edge Directivity Descriptor (CEDD) A2

The CEDD descriptor [CB08b] showed a good response to the bandwidth pattern. It

incorporates color and texture information in a histogram form. While the texture (edge)
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information uses the same MPEG7 EHD implementation as described above, the color

histogram is constructed from an adaptive binning of the HSV color space.

Low Distance High Distance

Distance-to-Noise (higher better)

Distance-to-Base-Pattern (lower better)

Figure 4.14 Examples for the CEDD Descriptor.

Although CEDD has not the best scores in our MAGNOSTICS evaluation (F2 of 0.81,

Variability of 0.48), we decided to include the FD. CEDD, alike the closely related FCTH,

outperform the other FDs in terms of variability, which is a major factor for bandwidth

patterns (A2 ). These patterns are often the result of graph-based reordering methods

(e.g., the Cuthill-McKee matrix reordering), which enumerate row-/column permutations

in a breath-first search leaving an envelope shape behind.

Haralick Texture Descriptor A1

The Haralick FD [HSD73] is one of the classical texture descriptors for images. It responds

quite reliably to the noise anti-pattern A1 . For this pattern, we conducted only the C1

experiments since C2-C4 are not meaningful. We decided to include Haralick even though

its F2 score is only 0.83, which is less accurate than three other color intensity approaches

(GLOBAL_COLORHISTOGRAM, FUZZY_HISTOGRAM, COMPACTNESS). However, Haralick is

generally more expressive and reliable in our experiments.

We also experimented with our own STATISTICALSLIDINGWINDOW noise descriptor,

which regards the sliding window values as a time series of differences for subsequent

regions in the image. On this time series, we calculated the average, variance, and standard

deviation.

Low Distance High Distance

Distance-to-Noise (higher better)

Figure 4.15 Examples for our STATISTICAL SLIDING WINDOW Descriptor.
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4.5 | Data Space-Driven Analysis of Matrix Patterns

As an alternative to the aforementioned image-space feature descriptors, we presented in

[Beh+14b] a method that extracts pattern-related information from the data space. Unlike

image space measures, which allow for a rescaling of the input images, data space feature

extraction and distance measures have to be able to cope with matrices of varying sizes.

Therefore, we developed a projection-based distance calculation detailed in the following

sections.

4.5.1 | Projection-Based Distance Calculation for Heterogeneous

Matrix Plots

We regard a matrix as a setM of high-dimensional row or column vectors. Two setsM1,M2

of vectors can be compared by computing an aggregate vector-based similarity score.

If the matrices have the same size, then we can easily compare them, e.g. using the

Euclidean distance. However, for matrices of different size, this is not possible. In the

following, we introduce an alternative approach.

Figure 3.9 illustrates our distance calculation approach. A set of matricesM1, . . . ,Mn

which vary in size is shown on the left. It is possible to interpret either the rows or the

columns as high-dimensional vectors of the length of the respective matrix. Assuming a

topology-preserving projection, we project the matrix vectors to the plane (see the center

of Figure 3.9).

It is necessary to consider the effects of the projection for our targeted distance calcu-

lation. Projection methods are conventionally used to reduce the dimensionality of data

by reducing the number of dimensions while minimizing information loss (in this case,

metric properties) [CK04]. They can be separated into linear and non-linear techniques.

Linear projections attempt to separate important from unimportant dimensions to form

the projection space. Non-Linear projections try to preserve the high-dimensional neigh-

borhood properties (i.e., pairwise distances) in the low-dimensional space and seek to

separate projection points whenever their high-dimensional counterparts are far apart.

While linear projection techniques are only able to preserve linear structures, non-linear

projection techniques can also take arbitrarily shaped clusters or curved shapes into

account.

As Kosinov and Caelli show in [KC02], with an appropriate choice of projection, the

projected vectors will reflect the similarity relationships present in the original data.

Consequently, a matrixMi can be represented by a number of |Mi | (only rows or columns)

or 2× |Mi | (rows and columns) projection points in the plane. Since we only consider

adjacency matrices they are always square. The use of only rows or columns applies to
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symmetric matrices (undirected graphs), while non-symmetric matrices (directed graphs)

benefit from simultaneous row and column projections.

In the case of projection techniques based on eigendecomposition, we can take ad-

vantage of a well-known property: The eigenvalue spectrum of a matrix is invariant with

respect to similarity transformations. For any non-singular matrix M and compatible,

invertible matrix P, the product PMP−1 has the same eigenvalues asM. This means that

the spectrum of a graph represented by its adjacency matrix is not affected by row/column

permutations [KC02]. This result is significant, since it allows us to compute the distance

between two matrices irrespective of the ordering of rows/columns.

To compare two matrices, we match the projected points of one matrix M1 to the

projected points of the another matrix M2. This matching has the requirement to be a

close-optimal solution, meaning that (nearly) no better allocation of the projection points

of M1 to M2 can be found. Having obtained a matching of the projected point sets, we

compute an aggregate distance score over the matching, as shown in Figure 3.9 (right).

This distance score can be used for a range of applications, such as similarity search:

Given a matrix, return the most similar matrices from a larger data set to be explored; or

to generate a clustering of a set of matrices. It is also possible to interpret the projected

vectors (point clouds) as a complementary form of matrix visualization, as we already seen

in Section 3.6.1. Also, the presented distance calculation approach can easily be embedded

in visual analytics tasks, which we will show in the dedicated visual analytics Chapter 5.

In this way, it is possible to visually identify outliers in the two-dimensional space that

correspond to outliers in the high-dimensional space. Furthermore, we can use linked

interactions between the projected representation and the traditional matrix visualizations

to help users interpret and interact with the matrix.

As explained before, we can take advantage of the eigenspectrum’s property of being

invariant to row and column permutations. In our case, we can project vertex connectivity

data from a graph adjacency matrix to a smaller set of its most important eigenvectors.

The projection coordinates obtained this way then represent the relational properties of

individual vertices relative to the others in the lower dimensional eigenspace of the graph.

In this eigenvector space, structurally similar vertices or vertex groups will be located

close to each other, which can be used for an approximate comparison and matching of

graphs [KC02]. This is shown in Figure 3.10 and Figure 3.11: The first depiction illustrates

the projection of two similar adjacency matrices, while the second projection view depicts

a higher distance score.

A positive side-effect of projection is that the low-dimensional representations of the

input vectors may remove the impact of outliers.

As we use projection to compare matrices, we require determinism of the projection

calculation, that is, the projection calculation needs to produce the same output on the

same data set. This statement does not hold for projection techniques, in which an initial
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seed population is projected, followed by the projection of all other points based on

their high-dimensional (dis-)similarity. t-Distributed Stochastic Neighbor Embedding

(t-SNE) [MH08] or Kohonen’s Self-Organising Maps (SOM), as described in [Car97], are

representatives of possibly non-deterministic projection approaches, and we, therefore,

exclude them from our approach.

In our implementation, we apply one exemplary linear and one non-linear projection

technique to our data sets. Both implementations are based on eigendecomposition ap-

proaches. The linear projection we chose was Principle Component Analysis (PCA) [Jol86],

which reduces the dimension of the data by finding orthogonal linear combinations of

the original variables with the largest variances. The non-linear projection technique was

Classical Scaling (Metric Multidimensional Scaling) [CC08]. The implementation of PCA

and Classical Scaling was taken from the Projection Explorer Framework of Paulovich

[POM07].

Comparing Matrices By Graph Matching

As a result of the projection of a pair of matrices M1 and M2 into the plane, we obtain

two point sets representing the matrices. We compare the matrices by solving a bipartite

graph-matching problem on the point sets in the projected space. One possible solution

is to calculate the minimum sum of pairwise Euclidean distances between the points’

projection coordinates.

We now describe our distance calculation for the cases of equal and unequal size of

the input matrices in detail.

Matrices of Equal Size. For |M1| = |M2| we have to find |M1| edges connecting the two

vertex sets. This computational problem is referred to as the stable marriage problem;

where a set of n men and n women, marry them off in pairs after each man has ranked the

women in order of preference from 1 to n, w1, ..., wn and each women has done likewise,

m1, ...,mn . If the resulting set of marriages contains no pairs of the form mi , w j , mk , wl

such that mi prefers wl to w j and wl prefers mi to mk , the marriage is said to be stable

[GS62; PS03]. Gale and Shapley showed that stable marriages exist for any choice of

rankings [GS62].

For the matrix comparison task, we can use the Euclidean distances between the

projection point coordinates fromM1 andM2 to compute the (men-)optimal allocation

for the two matrices. The optimality proof is given in [GS62]. After having found a pair

matching, we can define the sum over all pairwise Euclidean distances as the distance

betweenM1 andM2. This is shown in Equation 4.3:

Di st (M1,M2) =∑
di stpr o j (m,n) (4.3)
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where m ∈M1, n ∈M2 and m and n are matching partners. In our implementation, we

use the Extended Gale-Shapley algorithm [GI89], which is a performance improvement

over the classical Gale-Shapley algorithm [GS62].

Matrices of Unequal Size. When |M1| ̸= |M2|, the matching defined previously needs

to be modified. It is still possible to calculate the men-optimal allocation between the

projection points, but only min(|M1| , |M2|) can be allocated. For the remaining points a

penalty can be added to the overall distance score. Accordingly, the distance function

from Equation 4.3 can be adapted in the following way:

Di st (M1,M2) =∑
di stpr o j (m,n)

+ (max(|M1| , |M2|)−min(|M1| , |M2|))

×Penal t y(M1,M2)

(4.4)

where m ∈M1, n ∈M2 and m and n are matching partners. The penalty function

Penal t y(M1,M2) can be chosen in accordance with the task at hand. In the current imple-

mentation the penalty calculation schemes, depicted in Equation 4.5, can be interactively

chosen:

Penal t y(M1,M2) =


0

max(di stpr o j (m,n))

max(di stpr o j (m,n))2

(4.5)

where m ∈M1, n ∈M2, and m and n are matching partners. The penalty can be set

to zero (ZeroPenalty), or multiples of the maximum distance (MaxDist) or its square

(MaxDistSquare), among all matches. Whenever the matching results in a small maxi-

mum matching distance score, only a small penalty will be added. Whenever the max-

imum matching distance is large, a large penalty will be added. We will investigate the

impact of changing the distance score penalty function in Section 5.6 were we also focus

on the visual analytics aspects of the presented approach.

4.6 | Learned Feature Analysis for Matrix Patterns

As an alternative to engineered feature extraction approaches, unsupervised algorith-

mic approaches can be applied to learn generative models that represent the dominant

features of an image. In a training phase, the learning method is confronted with many

images, and the learning method determines the features to be modeled.

During the last years, Convolutional Neural Networks –short CNNs– were gaining

increasing importance in the field of automatic feature extraction and image recognition.
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(a) General Structure of a Convolutional Neural Network. Graphic cour-
tesy [LeC+98].

(b) First layer of a convolutional
neural network with pooling.
Units of different color rep-
resent different filter maps
[Ng+13].

Figure 4.16 Structure and Principles for Convolutional Neural Networks.

The core intuition behind CNNs is to find a set of locally connected neurons (called

feature maps), which represent some dominant image characteristic. Feature maps are

determined by an alternating sequence of the convolution operator, modeling a filter step,

and a subsampling unit to reduce the feature/decision space. Figure 4.16a depicts the

core structure of a CNN as presented by LeCun et al. in 1998 [LeC+98].

“A CNN consists of a number of convolutional and subsampling layers optionally

followed by fully connected layers. The input to a convolutional layer is an m ×m × r

image where m is the height and width of the image and r is the number of channels, e.g.

an RGB image has r = 3. The convolutional layer will have k filters (or kernels) of size

n×n×q where n is smaller than the dimension of the image and q can either be the same

as the number of channels r or smaller and may vary for each kernel. The size of the filters

gives rise to the locally connected structure which are each convolved with the image to

produce k feature maps of size m −n +1. Each map is then subsampled typically with

mean or max pooling over p ×p contiguous regions where p ranges between 2 for small

images (e.g., MNIST) and is usually not more than 5 for larger inputs. Either before or

after the subsampling layer an additive bias and sigmoidal nonlinearity is applied to each

feature map. The figure below illustrates a full layer in a CNN consisting of convolutional

and subsampling sublayers. Units of the same color have tied weights [Ng+13]”.

4.6.1 | Convolutional Neural Network Architecture

The overall architecture of the convolutional neural network we used for our MAGNOSTICS

Pattern Benchmark set is described in the following. Similar to the MNIST handwriting

recognition benchmark dataset [LeC+98], which is classically used to evaluate the perfor-

mance of pattern recognition systems, our visual matrix pattern benchmark dataset is of

size 30×30 (width × height). Therefore, we assume that the good performance of CNNs
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Figure 4.17 Architecture of our CNN for the Retrieval of Matrix Patterns

on the MNIST dataset is an indicator for the retrieval performance of CNNs on similar

datasets. As a consequence, we apply the same layer architecture for the matrix pattern

analysis.

We also tested a range of other CNN architectures, which all showed in pilot studies

worse results than the once reported in the following.

As Figure 4.17 depicts, the first two layers in our architecture are convolution layers

representing a trainable feature extractor. The kernel size of 5 is used for the feature

extraction. The size is validated experimentally as a trade-off between a necessary overlap

and redundant information [LeC+98]. After the convolutional layers, a universal classifier

in the form of two fully connected layers is used to generate a pattern “existence” decision.

The number of hidden units was also experimentally validated by LeCun et al. [LeC+98].

4.6.2 | Experiment Setup and Benchmark Dataset

Our experiment setup for the CNN pattern retrieval experiments looks as follows:

1. We constructed –similarly to the MAGNOSTICS pattern response evaluation- an

appropriate classifier training dataset with less degenerated benchmark images;

i.e., ≤ 4% for point-swap and noise and ≤ 4% index swaps. Our selection is detailed

below. Table 4.2 gives an overview of the number of images, which fulfill these

properties.

2. We conduct a quasi 10-fold cross-validation, where each repetition involves the

separation of 20% of all benchmark data (1,114 images) for validation purposes.

3. We derived the following performance measures/meta information for each trail:

Precision, Recall, F1 Score, F2 Score, CNN Training Time, File Ranking with final

binary pattern decision and classification score.
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Pattern BlackW
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Block 160 200 160 520
OffDiagBlock 160 200 160 520
Lines 240 300 240 780
Band 200 250 200 650
Bandwidth 160 200 160 520
Noise 50 50 50 50

Sum 970 1,200 970 3,040

Table 4.2 Composition of the evaluation dataset. The numbers in the table reflect the number of
matrix images for a specific base pattern and modification method combination.

As stated above, we use the same less degenerated base pattern matrices for the

MAGNOSTICS evaluation and the CNN experiments. Thus, we are able to compare the ex-

periment results and examine the usefulness of both approaches in a comparative manner.

In particular, we use all matrix images with a (1) BlackWhitePointSwap modification level

≤ 4% (2) IndexSwap modification level ≤ 4% (3) Masking modification level ≤ 4% (4) 50

random noise images. Table 4.2 shows the pattern and degeneration degree distributions

for the benchmark data set used in the MAGNOSTICS approach and CNN experiments.

To reach a statistically more significant evaluation, we repeated all experiments ten

times, leaving us with 100 precision and recall values for each experiment condition

(one base pattern). All experiments were conducted on the Scientific Compute Cluster

in Konstanz (SCCKN), a platform for High Performance Computing (HPC) and High

Throughput Computing (HTC, “Big Data”) at the University Konstanz. In total, 1366h

21min 35sec computing hours were used to train all CNN classifiers.

Now we will report on the standard information retrieval performance measures:

precision, recall, the combined weighted harmonic mean measures of the former: F1 and

F2 (favoring more precision, respectively recall). We give further information whenever

the experiment results are not obvious. Additionally, we report on the Class Training Score

progression, which is an indicator how much certainty is added in every iteration of the

classier training.

Lastly, we conducted a multi-label classification CNN experiment in which the clas-

sifier differentiates between the six pattern class labels. This experiment is detailed in

Figure 4.6.2.



144 | Automatic Support for Pattern Retrieval in Matrix-based Representations

CNN Experiment Results: Block Pattern

The Block CNN shows on average a good retrieval performance with a precision of 0.85

and a recall of 0.74. The average CNN training duration was 22:50:07 for 150 iterations.

Only one CNN experiment showed no training convergence, thus leading to degraded

retrieval performance results.

Generally, Block patterns seem to be reasonably well recognizable with CNNs.

Figure 4.18 Results of the Block Pattern Retrieval CNN Experiment.

CNN Experiment Results: Off-Diagonal Block Pattern

The Off-Diagonal CNN shows a comparable retrieval performance as the Block CNN with

an average precision of 0.81 and a recall of 0.71. The average CNN training duration was

22:50:07 for 150 iterations. Totally, 228h 45min 56s computing hours were used for the

training. All CNN experiments showed training convergence.

Generally, Off-Diagonal Blocks seem to be reasonably well recognizable with CNNs.

Figure 4.19 Results of the Off-Diagonal Block Pattern Retrieval CNN Experiment.
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CNN Experiment Results: Star/Line Pattern

The Star/Line CNN shows a bad retrieval performance with an average precision of 0.61

and a recall of just 0.36. The average CNN training duration was 22:45:25 for 150 itera-

tions. Totally, 227h 34min 17sec computing hours were used. Only four of the ten CNN

experiments showed training convergence.

Generally, CNNs seem to have problems recognizing Star/Line patterns. This might be

due to the reason that the benchmark images are quite diverse and show a lot of pattern

variability (differences among the amount of lines, line width, etc.).

Figure 4.20 Results of the Star/Line Pattern Retrieval CNN Experiment.

CNN Experiment Results: Band Pattern

Band Patterns can be relatively well recognized with CNN classifiers. The average precision

for the ten experiment repetitions was 0.85, but the recall values were averagely only 0.52.

This suggests that bands can be classified/labeled with a quite reasonable certainty, but

they often intervene with the Line pattern.

Figure 4.21 Results of the Band Pattern Retrieval CNN Experiment.
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The average CNN training duration was 22:43:36 for 150 iterations. Totally, 227h 16min

02sec computing hours were used. All ten CNN experiments showed training convergence.

CNN Experiment Results: Noise (Anti-)Pattern

The noise anti-pattern CNN experiments showed consistently that CNNs are not able to

reflect what the term “noise” means in matrix plots. In other words, CNNs are built to

represent/reflect the dominant characteristics of a plot. Whenever these structures are

highly variant or just not existent, no feature can be extracted.

Figure 4.22 Results of the Noise Antipattern Retrieval CNN Experiment.

The average training duration was 22:47:52. Although all ten experiments showed consis-

tently training convergence, none of the CNNs was able to reflect the noise anti-pattern.

CNN Experiment Results: Bandwidth (Anti-)Pattern

Similar to the Band pattern, the bandwidth pattern shows average retrieval performance.

The averaged precision value is 0.82, and the average recall value is only 0.40, suggesting

that the Bandwidth pattern may not be discriminated well from another pattern. A closer

inspection of the results reveals that Line and Band patterns are found in the upper

certainty ranks of the classifier (false positives). The average training duration for the

experiments was 22h 45min 35s which is significantly faster than all other experiments

(relative and absolute judgment).
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Figure 4.23 Results of the Bandwidth Antipattern Retrieval CNN Experiment.

CNN Experiment Results: Multi Pattern Classifier

We conducted one slightly adapted CNN experiment with the purpose to classify the

matrix images wrt. the patterns they contain. This refers to a multi-label classification

problem where the classifier outputs not a binary “existence” decision, but rather its

pattern label (block, off-diagonal block, line, etc.).

Our setup differs from the formerly mentioned experiments in that 589 training it-

erations were conducted (terminated after a longer convergence phase). In average all

training passes took 47h 40min 9sec.

The retrieval results, depicted in Figure 4.24, are unexpectedly bad: Only an average

precision of 0.16 and an average recall value of 0.16 was reached, thus leading to the

conclusion that the CNN’s expressiveness may not be sufficient/appropriate to reflect the

pattern differences appropriately.

Figure 4.24 Results of the Multi Pattern Retrieval CNN Experiment.
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4.7 | Comparison of Pattern Analysis Approaches

After our classification experiment in the former Sections, we are now able to compare

the learned and engineered approaches on their retrieval performance and economical

considerations.

Since we wanted to investigate the influence of the classifier algorithm, we repeated

all experiments with three distinct classifiers: (1) Random Forest (2) Naïve Bayes and (3)

Support Vector Machine. All implementations were taken from the Weka library [Hal+09].

Pattern Best CNN
Best FD Magnostics
Random Forest

Best FD Magnostics
Naïve Bayes

Best FD Magnostics
Support Vector M.

Block 0.87/0.84/0.86 0.98/0.96/0.98 0.98/0.97/0.97 0.98/0.98/0.98
OffDiagBlock 0.86/0.81/0.83 0.92/0.94/0.93 0.80/0.81/0.81 0.82/0.91/0.86

Lines 0.75/0.71/0.73 1.0/0.99/1.0 1.0/0.97/0.98 1.0/0.99/1.0
Band 0.88/0.70/0.78 0.90/0.93/0.91 0.62/0.87/0.73 0.82/0.90/0.86

Bandwidth 0.80/0.61/0.69 0.80/0.81/0.80 0.64/0.92/0.76 0.69/0.80/0.74
Noise 0/0/0 0.91/0.80/0.86 0.65/0.47/0.54 0/0/0

Time 22h 46min 31sec 686ms 594ms 633ms

Table 4.3 Comparison of Matrix Pattern Analysis Approaches: The table summarizes the Preci-
sion/Recall/F1 scores of the best performing CNN experiments and the best performing
MAGNOSTICS feature descriptors.

Table 4.3 summarizes all results. As we can see, the Random Forest classifier shows the

best overall performance in the experiments with almost always over 90% precision. Espe-

cially noteworthy is the tremendous training time difference. While the CNN approaches

were trained on average several hours to come eventually to a convergence state, the other

classifiers were trained under one second.

In summary, our research shows that engineered feature descriptors outperform

learned feature approaches. However, other –maybe even human-influenced– classifier

algorithms may improve the retrieval results.

Several other lessons learned should be mentioned here:

• CNNs show to be responsive to distinct degeneration levels.

• The CNN training batch size influences the learning performance; Our last set of

experiments was therefore conducted only with one batch, i.e., all data at once, to

prevent an artificially wrong data partitioning with only good or only bad examples.

• The most classical anti pattern noise cannot be detected with CNNs; CNNs are

constructed to retrieve dominant features. The convolution function (in essence a

form of edge detection) cannot grasp these fine structures.

• Lines and Bands seem to be too specific visual patterns for CNNs. Our hypothesis

is that the high variability in these patterns cannot be reflected with the limited
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expressiveness of the learned feature maps. On the other hand, if the feature map

size is artificially increased the classifier tends to “overlook” coarser patterns.

• Generally, CNNs prefer more “crisp” and “edgy” patterns; Sparsity and noisiness

greatly influence the performance.

• Multi-Label CNN classification showed useless results with max 20% F-Scores

4.8 | Research and Application Context

We will next show several applications of the aforementioned feature extraction techniques

in various application contexts.

4.8.1 | Image-Based Pattern Analysis with MAGNOSTICS

In this section, we report on two use cases that apply the MAGNOSTICS FDs to support

exploration of large matrix view data, specifically searching in a database of networks and

matrices, and analyzing network changes over time. In both cases, MAGNOSTICS reduces

the complexity of the real data set, helping to retrieve information (matrices, or changes

in a series of matrices) relevant to the respective task.

Searching in Collections of Networks

For the retrieval of similar patterns, we developed a prototypical query-by-sketch interface,

depicted in Figure 4.25, which can also be accessed online4. We will detail on the interface

and its interaction possibilities in Section 5.5.

For each individually selected FD (Figure 4.25(3)) the feature vectors of the sketch

image and the database images are compared (Euclidean distance) to retrieve a ranking

score. The MAGNOSTICS FD set is also available: Here, a derived six-dimensional feature

vector is constructed by calculating the Distance-to-Base-Pattern for every individual

MAGNOSTICS FD. The query image feature vector is subsequently compared with the

Euclidean distance to the image feature vectors in the database.

Figure 4.25 shows an example using the BLOCKS descriptor for the matrix reordering

data set collection with 4,313 matrices [Beh+16]. Matrices show several blocks for the

drawn sketch.

Dynamic Network Analysis

Another challenge in the realm of large data collections are networks changing over time;

every time step represents the network at a different time instance. Figure 4.26 shows

11 matrices from a dynamic brain connectivity network, usually comprising around 300

4http://magnostics.dbvis.de/#/sketch

http://magnostics.dbvis.de/#/featurevectors/SHAPE_BLOCKS
http://magnostics.dbvis.de/#/sketch
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Figure 4.25 Query-By-Sketch interface for exploring large collections of matrix plots. The user can
sketch in the canvas (1) an approximated matrix pattern and retrieve a ranked result
list (2) according to a selected MAGNOSTICS FD (3).

time points (individual matrices). Brain connectivity refers to the covariance (connection)

between activity in brain regions (regions of interest, ROI). Neuroscientists are specifically

interested in clusters (Blocks) and their evolution, as well as to spot noisy time periods.

Here, a time point represents 2-seconds, and dark cells indicate high connectivity (bina-

rized to obtain un-weighted network). Rows and columns in the matrices are ordered to

optimize the visual patterns independently for each matrix.

To find time points with major changes with respect to noise and blocks, we first

calculate a feature vector vi for every matrix (time point) ti with HARALICK (noise) and

another one with BLOCKS. Then, we calculate the difference for each feature vector vi and

the following time step vi+1 (separately for both HARALICK and BLOCKS). High distances

indicate high changes between two consecutive time points; low distances indicate little

change (with respect to noise).

Figure 4.26 shows both distances plotted (red=BLOCKS, blue=HARALICK). For noise

we can observe major differences between time points 11-14, while the type of blocks

changes most between time points 6-8. Both changes are observable in the respective

matrices. Further, we observe, between 9 and 15, a constant change (constant distances)

for the BLOCK FD (red), indicating a salient trend; a possible explanation could be the

change from two separate blocks (clusters) to one larger block.

4.8.2 | Clustering of Matrix-based Representations

Cluster-based navigation systems divide the exploration space into a range of distinctive

clusters, such that each grouping corresponds to a meaningful data subselection. In the
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Figure 4.26 Detail from a dynamic network representing brain connectivity (300 time records).

Figure 4.27 Visual depiction of a cluster prototype All cluster entities are visually overlaid such
that their relative opaqueness value aggregates to 1.

case of pattern-driven exploration, a “good” feature encoding applied on a clustering

approach will result in groupings that reflect pattern-cluster memberships. However, how

many clusters are meaningful and appropriate for an analysis dataset varies. Therefore,

classical clustering approaches, such as k-means [Mac67], may only be applicable if the

data set is supposed to be partitioned into k distinctive clusters.

In our visual exploration focus we are dealing with another problem: While the cluster-

ing itself may be useful and valid, it can often only be verified with a cluster visualization.

Even more, clusters need to be represented by cluster prototypes that aggregate the in-

formation of its respective cluster. While many approaches try to give an example-based

cluster prototype, such as most medoid entity (e.g., in [PK06]), other approaches try to

aggregate the cluster information (e.g., in [Str+12]). For our purposes to understand clus-

tering results on matrix data we developed an aggregation method for matrix views as

Figure 4.27 depicts.
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(a) All Matrices

(b) Cluster Level 2 (c) Cluster Level 3 (d) Cluster Level 4

Figure 4.28 Hierarchical clustering visualization for matrix visualizations. The adapted dendro-
gram visualization encodes the size of the respective cluster in the bubble size (den-
drogram split). The orange border highlights the aggregation level for each cluster
prototype, which can be interactively modified with the slider below.

As Figure 4.27 depicts, we construct a cluster representative from all contained cluster

entities. We visually overlay each matrix image within one cluster such that their relative

opaqueness value sums up to 1 (fully opaque). This opaqueness consideration shows the

(un-)certainty of a hierarchical clustering intuitively with respect to the cut-level.
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We developed a hierarchical clustering visualization for matrix-based representations

–as depicted in Figure 4.28– as an alternative to the standard dendrogram visualization

for hierarchical clustering. In this clustering visualization, we make extensive use of the

cluster prototype approach to understanding the clustering solutions.

As Figure 4.28 depicts, we can use matrix cluster prototypes to retrieve a meaningful

dendrogram split level and thus the number of clusters in the dataset. In the example we

cluster 22 manually selected matrix plots containing the block pattern with our hierarchi-

cal clustering approach; we are using texture descriptor Haralik [HSD73] for our feature

encoding. As we can see in Figure 4.28b, the right split corresponds to all matrices with

large off-diagonal blocks, whereas the left split contains mostly blocks along the diagonal,

thus representing a good split level.

4.8.3 | Matrix Reordering for Glyph Matrices

Figure 4.29 SPLOM Reordering Pipeline: Scatterplots are encoded by their visual motifs and
encoded into a binary feature vector. A pair-wise comparison of all scatterplot motifs
results in a distance matrix, which can be sorted with standard 2D numeric sorting
algorithms (e.g., TSP- , Multi-Scale-, Chen ordering) to determine a visually coherent
SPLOM ordering.

Extracting meaningful information out of vast amounts of high-dimensional data is

challenging. Prior research studies have been trying to solve these problems through either

automatic data analysis or interactive visualization approaches. Our grand goal is to derive
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representative and generalizable quality metrics and to apply these to amplify interesting

patterns as well as to mute the uninteresting noise for multidimensional visualizations.

In cases where a comparative analysis of high-dimensional data is facilitated with

matrices, the matrix ordering is inherently important. However, an ordering of a matrix

with glyph-representations for the high-dimensional data cells is non-trivial. During

our research, we made initial studies, in which we investigated a quality metrics-driven

approach to achieve our goal for scatterplot matrices (SPLOMs).

We rearrange SPLOMs by sorting scatterplots based on their locally significant visual

motifs, which are obtained from a discretized version of the original scatterplot distri-

butions. Using our approach, we enable scatterplot matrices to reveal groups of visual

patterns appearing adjacent to each other, helping analysts to gain a clear overview and

to delve into specific areas of interest more easily.

Extracting meaningful information out of vast amounts of high-dimensional data

is a challenging task. General exploration- and retrieval tasks, such as finding relevant

dimensions, selecting meaningful projections, or investigating outliers, are significantly

more challenging in high-dimensional data analysis. Multi-dimensional data visualization

also carries its own set of challenges like, above all, the limited capability of any technique

to scale to more than a couple of data dimensions. Prior research studies developed many

visualization techniques to achieve the goal, such as parallel coordinates, scatterplots,

and glyphs. However, mere visualization of all variables may introduce clutter and blurs

interesting patterns in visualizations.

Researchers have been trying to solve these problems through either automatic data

analysis or interactive visualization approaches. We propose a mixed approach, where

the system – based on quality metrics – automatically searches through a large number of

potentially interesting views, and the user interactively steers the process and explores the

output through visualizations. Our grand goal is to derive quality metrics, which amplify

interesting patterns and mute the uninteresting noise for multidimensional visualizations.

In past decades, many dimension management techniques have been proposed to

organize layouts automatically or interactively. Ankerst et al. [ABK98] proposed to place

similar dimensions close together based upon similarity metrics. In addition, a hier-

archical dimension ordering, spacing, and filtering approach automatically arranges

dimensions based upon dimension similarities and allows users to explore them interac-

tively [Yan+03]. Dimension reordering can also be used to maximize the clarity of visual

patterns in scatterplot matrices by reducing unnecessary clutter [PWR04; Yan+03]. In

relation to visual patterns, Dang and Wilkinson [DW14a] used Scagnostics (Scatterplot

Diagnostics) to reveal hidden patterns in large collections of scatterplots. Visual cluster

verification was empirically studied in [SMT13] to determine the impact of dimension

reduction techniques and different scatterplot encodings (2D, 3D and SPLOMs). Interac-

tive approaches, such as in [EDF08], propose to navigate and rearrange multidimensional
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data based upon iteratively built queries in scatterplot matrices. Despite lacking in the

definition of the quality measurements, the quality-aware sorting framework for scatter-

plot matrices was also suggested [Alb+09]. Inspired by aforementioned techniques, this

work proposes quality metrics and an initial framework for quality metrics driven sorting

for scatterplot matrices.

Quality Metrics from Visual Space

In comparison to the earlier approaches, we intend to use quality metrics derived from the

visual space rather than the data space. In an SPLOM, the distribution of general patterns,

called scatterplot motifs, are more interesting than the point distribution within one scat-

terplot cell. Hence, the effectiveness of an SPLOM, like many other matrix visualizations,

is affected by its ordering. Thus, finding a good SPLOM ordering helps to reveal motif

patterns and their distributions regardless of the dimensions under consideration.

Our approach aims to improve the visual coherence in SPLOMs by reordering the

matrix, such that adjacent cells appear visually similar to each other and motifs groups

form structural patterns. Furthermore, our approach is directly linked to the input-

output model of parameter space analysis [Sed+14] in which input and output data are

2D scatterplots. To demonstrate our approach, we created several SPLOMs of the UCI

housing [Lic13] dataset with different orderings, as shown in Figure 4.29. It can be seen

that the different matrix sorting algorithms promote different patterns (e.g., Multi-Scale

groups line motifs, while TSP and Chen group similar patterns in adjacent locations).

The Pipeline of Our Approach

Our approach to finding a visually coherent SPLOM ordering is as following: 1) we calculate

the visual similarity between scatterplots, and 2) we compare all scatterplots using the

similarity score, which determines the final SPLOM ordering. Our approach for the

ordering process is depicted in Figure 4.29.

Abstraction-Based Scatterplot Feature Descriptor Inspired by the work of Yates et al.

[Yat+14], we abstract the scatterplots by their contained scatterplot motifs. In the case

of a 2×2 grid, 16 unique motifs can be derived and encoded in a binary vector form. In

this vector, a 1 represents a scatterplot segment with a point density above a user-selected

threshold. Using the coding scheme in [Yat+14], we form a space-filling z-curve to traverse

the scatterplot segments. Users may adjust grid sizes to steer the ordering process in the

feature descriptor approach.
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Feature Descriptor Comparison The binary feature vector, representing a scatterplot

motif, allows comparing visual appearances using overlap comparison approaches. As

Figure 4.29 (b) depicts, we can calculate similarity scores based on the Dice-, Jaccard-,

Cosine-, and Overlap coefficients.

Distance Matrix Sorting As Figure 4.29 (c) illustrates, a pairwise calculation of the visual

distances results in a distance matrix. Every cell in this symmetric matrix corresponds

to the visual similarity score of the “pivot” scatterplot to another “comparison” scatter-

plot. We can apply a broad range of matrix sorting algorithms to reorder the numeric

distance matrix. Currently, we are experimenting with the R package Seriation to obtain

an implementation of the matrix sorting algorithms (see also [HHB08]).

Reestablishing of the SPLOM The sorted distance matrix can be directly translated back

into its ordered SPLOM correspondence or a sorted Glyph Matrix. Therefore, we retrieve

the distance matrix ordering vector and apply it to the SPLOM rows and columns. Hence,

the scatterplot with the highest or lowest–depending on the matrix sorting algorithm–

visual similarity to the rest of scatterplots are placed in the top-left corner of the SPLOM,

as shown in Figure 4.29 (d). Other scatterplots are subsequently arranged with respect to

their distance values.
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This Chapter of the thesis collects all visual analytics contributions. We will motivate our

work in the light of the “interesting view” problem for large view spaces in Section 5.1

and summarize related work in Section 5.2.

In Section 5.7, Section 5.6 and Section 5.4 we show three distinct examples of visual an-

alytics systems. These approaches focus on (a) the user-centric and system-supported

definition and learning of view interestingness, (b) the user-controlled definition and

adaption of similarity functions for ranking, clustering and classification tasks and (c) a

user-steerable matrix reordering approach, which allows emphasizing visual patterns

of interest.

The core contribution of this Chapter is to bridge the gap between the fully automatic

approaches (as shown in Chapter 4) and the exploration and navigation approaches

(as shown in Chapter 3). The user is able to steer the algorithmic procedures in an

interactive fashion. Most of the techniques not only allow steering of an implicitly given

model but also show a model visualization, which helps to understand the algorithmic

black-box.

This chapter is based on the following publications:

“Feedback-Driven Interactive Exploration of Large
Multidimensional Data Supported by Visual Clas-
sifier”

Behrisch, Korkmaz, Shao, and Schreck.

IEEE Conference on Visual Analytics Science and Technology (VAST),

Institute of Electrical & Electronics Engineers (IEEE) CS Press, 2014, 43-52.

[Beh+14a]
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“Visual Analysis of Sets of Heterogeneous Matrices
Using Projection-Based Distance Functions and
Semantic Zoom”

Behrisch, Davey, Fischer, Thonnard, Schreck, Keim, and Kohlhammer.

Computer Graphics Forum, Eurographics Conference on Visualization

(EuroVis 2014), The Eurographics Association and John Wiley & Sons Ltd.,

2014, 33, 411-420. [Beh+14b]

Parts of the Motivation Section 5.1 and the Overview Section Section 5.3 are adapted and/or

taken from the text/figures I have written/developed for the German Research Foundation (DFG)

research proposal “Transregional Collaborative Research Center 161 Quantitative Methods for

Visual Computing.”
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5.1 | Motivation

Visual interactive approaches (c.f. Chapter 3) and purely automatic assessment methods

of patterns (c.f. Chapter 4) are cornerstones for our central research vision of a pattern-

driven exploration in matrix plots. While their combination in visual interactive systems

proves already to be a powerful match, it can further be leveraged with a user-centric view:

Not the system explores the dataset, but the user. Supporting the user in this iterative

process can boost the efficiency of retrieval systems beyond the performance of each

retrieval component. Visual analytic methods can support the exploration of patterns

through steering algorithms and models towards the user’s notion of interestingness.

Research Objectives: Accordingly, we are deriving several research questions related

to the user integration and -interaction, the model and the view in the visual analytics

process.

1. Which interaction approaches allow expressing and gradually refining user prefer-

ences?

2. Which visual analytics methods help the user to navigate and explore large relational

datasets more efficiently and more effectively?

3. Can we build integrated visual analytics systems, in which an automatic decision

support system (semi-)automatically supervises the user’s decisions made during

the exploration?

4. Which level of integration between an automatic decision support system and the

user is necessary and desired?

5. How can we represent a user’s –potentially complex– mental model, such that

retrieval systems can take advantage of this understanding?

Patterns are seen as the gold nuggets of the data [FPS96a] but are mostly hidden in

the dimensionality. One reason for this is that the number of possible representations,

which might contain relevant information grows exponentially with the amount of data

dimensions. This pattern discovery process is subject to an exploratory search. One

classical approach, are Overview+Detail systems, which lead the user in an overview to

areas of interest and let him/her explore these areas with drill-down mechanisms [MS88].

Overview+Detail systems are an established and approved method, but often tend to be

expert systems, restricted to specific data set characteristics or user interactions. Moreover,

Overview+Detail systems potentially introduce misleading abstractions which ultimately

can lead to wrong explorations paths.
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Alternatively, exploration processes can be supported with novel querying mecha-

nisms, such as query-by-example or sketch-based interfaces. Here, the user expresses and

iteratively refines a fuzzy understanding of the patterns under investigation. On the other

hand, an explicit definition of rules of interest is time-consuming, particularly if these

rules need to be updated every time a viewer’s interests change. As a result, implicit and

iterative preference estimation/expression may be better suited for cases where the manual

exploration of the entire view space becomes ineffective or even infeasible. This concept

is also described in [Kai+15] as “bottom-up exploration” and applied in the context of

large, heterogeneous networks.

Besides navigation and comparison, visual-interactive approaches can also help users

to specify queries for data visually. Sketch-based query formulation has been considered

as an example-based access method in multimedia retrieval for some time now. For

example, sketch-based approaches have been proposed for real-world image data [LZC11]

or 3D object data [Eit+12]. Less work has addressed visual search interfaces for retrieving

view data in Information Visualization. An early example is Time Searcher [HS04], which

demonstrated how –based on an interactive selection of time series data– users can

intuitively search for similar data segments in large time series databases. Time Searcher

is an important example wrt. this work, because it supported interactive search in a

complex data set (time series) which was based not on a numeric or textual representation

of the data, but on a visual abstraction (line chart in this case). In that way, users do not

have to change the access modality (e.g., switch to a SQL prompt) but can stay within

the given visual representation while exploring and analyzing the data. In [Kei+07], a

query-driven navigation approach for pixel-oriented visualization was proposed. The

idea was that users interactively mark interesting sections in a pixel view, and the system

retrieves other data sections for display, based on similarity to the marked data. We are

transferring these concepts to matrix-based representations, where the user interactively

and iteratively expresses his/her notion of view interestingness. As one example, in the

system described in Section 5.5, the user draws sketches of matrix plot and retrieves –based

on a feature encoding and similarity function– similar matrix plots from a database.

Overall, exploration and querying processes are getting increasingly complex and

overwhelmingly powerful. Visual analytics, on the other hand, strives to support the user

in the knowledge generation process (see also: [Sac+14]). One approach to overcome the

complexity may be a visual analytics decision support system that learns from the user

behavior to supervise and monitor the exploration process. These classification systems

learn from the previous user decisions while notifying the user in case of potentially wrong

decision paths and major decision path divergence.
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5.2 | Related Work

Interest-Driven Data Filtering for Visual Analysis Methods for visual data analysis

need to handle increasingly large data sets. As the data size grows, so does the space

of data views, which are possible, given large data spaces and view parameters. Then,

analysts run risk of overlooking interesting views if relying only on interactive navigation.

To this end, intelligent methods for compressing and filtering data for potential patterns

of interest has recently become a research focus. Overview-based approaches aim to

generate effective layouts over many candidate data portions, to efficiently spot patterns

of interest. Examples include the Value-and-Relation display [Yan+07b], which lays out

pixel-oriented views based on their data similarity. Another example is [WG11], where

many time series are shown by small glyphs which are laid out based on data similarity.

Besides overview approaches, automatic filtering of views for potential structures of

interest has been proposed. For scatter plots, the Scagnostics approach [WAG05] automat-

ically analyzes structures in scatter plots, which can be used to rank and filter. Recently,

a clustering-based overview approach was presented in the ScagExplorer [DW14b]. In

case class information is given, scatter plots can be filtered for discriminative views by

class consistency measures [Sip+09]. Also, projection pursuit approaches, such as initially

presented by Friedman and Tukey [FT74], try to identify interesting 2D subspaces in high-

dimensional data (mostly depicted by scatter plot views). Further heuristic interestingness

filters for Scatter- and Parallel Coordinate plots have been discussed in [Tat+11; DK10]

and may narrow down the potentially large search space for high-dimensional data. In

[Tat+12], an explorative overview of subspaces contained in high-dimensional data based

on mutual differences and clustering quality properties was introduced.

Relevance-Driven Image Retrieval In Information Retrieval, similar to Information

Visualization, users search for relevant information, but often without being able to specify

the pattern they are looking for precisely. In the context of document retrieval, relevance

feedback [BR11] allows refining the user query incrementally. Based on a set of example

documents, users assign a degree of relevance between them, based on the context of

their information need. This assignment information, in turn, is used to iterate the search,

e.g., by query term expansion or by weighting of query terms, based on the subset of

relevant documents. This mechanism abstracts from the specific query formulation by the

user, but may implicitly capture the user information need. Relevance feedback methods

have also been intensively applied in content-based image retrieval [Rui+98; Tao+06] and

shown to improve the retrieval performance.

According to our observation, the majority of Visual Analytics approaches which in-

corporate interest-driven data filtering rely either on a) fixed heuristics for fully automatic

filtering, or b) on fully interactive filter specification by users. However, fixed heuristics
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may not necessarily map to a given users’ information need, which may depend on data

and context. Moreover, a fully interactive search may not be feasible due to large search

spaces. Surprisingly few works provide user-adaptive data filtering heuristics. In [Kei+07],

intelligent visual analytics queries are proposed. The user marks a section within a given

visualization as interesting; the system then computes certain distribution measures

given in the data section and automatically retrieves similar data segments from a larger

database. The assumption is that the additionally retrieved data will add to the user

information need. In [HD12], user data navigation is supported by a Bayes classifica-

tion approach. The method learns to distinguish between interesting and uninteresting

data sections while users pan and zoom an information landscape. The classifier is then

utilized to suggest navigation paths of interest to a given user.

In [CBL12; Bou+13], a visual analysis system supports the exploration of multidimen-

sional datasets in a guided fashion using an Interactive Evolutionary Algorithm (IEA). IEAs

can generate new views and adapt to the user’s interests. The scatter plot matrix view

in this system depicts different projections of a data set. The system suggests new novel

and potentially interesting dimensions during the exploration process. The user is able

to (re-)define interestingness scores for the new views, which are subsequently used to

improve the retrieval performance in the next generation of the evolutionary algorithm.

Two further recent works exploit user interaction to improve the analysis process. In

[Bro+12], users interact by with the marks in a 2D projection of high-dimensional data,

to express their notion of data correspondences. This input is used to adapt the data

similarity function and re-project the data. Along similar lines, the approach in [EFN12]

allows users to interact with the positioning of documents in a 2D document landscape

collection, to express document-level relationships. The system then learns and highlights

the most descriptive document terms from the expressed document relationships.

Sketch-Based Methods for Exploration1 Sketch-based approaches allow matching a

user-provided sketch against image content [Eit+10]. Hence, these approaches are an-

other possibly to explore large view spaces, because the user can iteratively refine the

query by modifying/exchanging the sketch (query-by-example). Generally, content-based

image retrieval systems have the goal to design functions to compare and rank images

for the similarity of content. Typically, various low-level image features including color

histograms, edge histograms, or texture measures can be used [DKN08].

Nowadays, most sketch-based retrieval approaches consider real-world images. On

the other hand, these systems can also be a viable approach to support data retrieval

and in particular, data understanding and comparison. Sketch-based approaches can

be applied to general data sets, provided adequate visual representations exist based on

1This paragraph has been taken over from the co-authored paper “Guided Sketching for Visual Search
and Exploration in Large Scatter Plot Spaces” [Sha+14]
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which queries can be formulated. In previous work, sketch-based search in graph [Lan+10]

and time series [Ber+11a] data were considered.

A problem in content-based search is often how to define a query if no example search

object is available. Therefore, assisting techniques have been researched. Shadowdrawing

was originally introduced to help inexperienced users to execute appropriate sketches

[LZC11]. Previous works have considered specific search methods for navigating in visual-

ization spaces. To search for interesting local patterns in time series data, a sliding-window

approach together with interactive query selection was introduced in [HS04]. In previ-

ous work, we considered search systems for time series data [Ber+11a] and graph data

[Lan+10].

User-Guided Similarity Definition for Visual Analytics Systems2 Data sets containing

categorical and numerical data attributes (mixed data) occur in practically all application

domains. Here, typical analytical tasks like searching for nearest neighbors, grouping

similar objects, detecting outliers or recognizing other interesting patterns can only be

conducted if a similarity function is provided. Such a function computes distance scores

between multivariate data objects, respectively. However, individual objects of these

mixed data sets are hard to compare. This is especially the case if the user’s mental

similarity notion (short: MSN) is subject to change over time, as typically seen in sense-

making loops. In these cases, a user-guided similarity definition allows applying and adapt

the MSN of domain experts interactively, at run-time.

As an example, the user arranges the objects Berlin, Paris, and Washington close to

each other on a 2D landscape, and the system learns that the MSN of the user concerns

the categorical attribute ‘Capital City’. Another more academic example might be a 2D

landscape of patient data, where a doctor arranges patients close to each other based

on common behavior (based on the MSN of the expert). The beneficial means of such a

system would be that attributes would protrude for an early detection/diagnosis, possibly

undiscovered as such so far. This utilization of user-defined object arrangement is already

applied for numerical attributes in inspiring works of Liu et al. [Bro+12] and Mamani et

al. [Mam+13]. However, the development of feedback models which also cope with mixed

data remains challenging.

In a previous work, Bernard et al. presented a concept for the development of systems

for user-defined similarity definitions for mixed data objects [Ber+14b]. They divided the

development process of such systems into 15 detailed steps reflecting the necessary design

choices. One of the most crucial steps thereof regards the algorithmic mapping of the 2D

object arrangement to a similarity function. One approach for this algorithmic mapping

is the calculation of attribute weights, depending on the correlation of attributes to the

2This paragraph has been adapted from my co-authored paper “Towards a user-defined visual-interactive
definition of similarity functions for mixed data” [Ber+14a]



5.3 Overview | 165

Figure 5.1 Visual Analytics Approaches for Exploring and Navigating in Large Amounts of Rela-
tional Data. In Section 5.4 a user-guided matrix reordering is presented in which the
user may express his/her preference for a specific pattern. In Section 5.5 a sketch-based
pattern retrieval interface is presented, which helps the user to retrieve specific matrix
patterns. Third, Section 5.6 shows a user-defined similarity definition approach and
Section 5.7 focuses on the retrieval of interesting views from large matrix spaces.

user-defined object arrangement, which can subsequently be utilized for the creation of

similarity functions for mixed data.

However, on top of that feedback models can generate weightings for categorical

and numerical attributes based on user-defined feedback objects. For this purpose, we

will showcase the results of our initial visual analytics inspired similarity definition and

adaption in Section 5.6.3.

5.3 | Overview

User adaption is the key topic for Visual Analytics (VA) applications. As similarity notions

for complex data are many and depend on the context, user adaption has been explored

as a way to (semi-)automatically adjust data transformations, similarity functions or data

views to user information needs.

Feedback-driven approaches –as one instance of a user-adaptive system– rely on users

denoting their interest, and the system then learning how to classify relevant against

non-relevant data sections. In Information Retrieval, relevance feedback techniques

provide for this adaptation [BR11; Rui+98]. Less work has considered adapting to user

context during the Visual Analysis process. In Section 5.7 we present a relevance feedback

approach to support user navigation to interesting sections of a large view space, based

on user markup of interesting views. Moreover, we adapt the concept of feedback-driven

“bottom-up” pattern space exploration in matrix plots and present how visual classifiers

and can help to explore the view space.

Also related to the research question, how interactions allow expressing and gradually

refining user preferences and in line with the fundamental goal of Visual Analytics to
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increase the transparency of so-called black box algorithms, we developed an iterative

user-guided matrix reordering approach. Our approach, as presented in Section 5.4,

considers matrix patterns as local areas-of-interest, which may be interactively composed

to highlight a matrix plot’s information. For this purpose, we modularize the reordering

process by enabling users to select groups of similar rows (or columns) and to apply

local sorting algorithms to those rows. In this way, users can apply their knowledge to

optimize the results of global reordering algorithms locally. As a side result, the task of

matrix reordering becomes more understandable for the user. Our technique centers on a

similarity-preserving, two-dimensional projection of the matrix which provides the user

with a simple visual interface to interact with the vertex ordering.

As already noted in Section 4.3, the notion of similarity is an important concept for

a pattern-driven exploration system. In VA applications this similarity concept may

be interpreted as non-static, thus allowing the user to adapt the similarity calculation

and/or the feature encoding on which a similarity score is calculated. In Section 5.6 and

Section 5.7 we present our visual analytics approaches for this topic: In Section 5.6, we

show how the user can interactively and visually steer a distance calculation process with

the aim to improve ranking and clustering results. Moreover, in Section 5.7 we show how

a (semi-)automatic decision support system may come to the conclusion that a feature

descriptor change may be beneficial for the exploration task at hand.

Novel query interfaces for pattern retrieval in matrix-based representations are another

focal point of this chapter. In line with the research objective to build visual analysis

systems that allow users to represent their complex mental model, we developed a sketch-

based search interface for matrix patterns. We will present this approach in Section 5.5.

This project makes use of the feature descriptors and classification approaches presented

in Section 4.4 and combines them in a visual analysis framework.

5.4 | User-Steerable Iterative Matrix Reordering.

A fundamental goal of Visual Analytics is to increase the transparency of so-called black

box algorithms. We present in the following our work on an existing and established

class of black-box algorithms dealing with the task of reordering symmetric matrices.

Fundamentally, our work modularizes the reordering process by enabling users to select

groups of similar rows (or columns) and to apply local sorting algorithms to those rows.

In this way, users can apply their knowledge to (locally) optimize the results of global

reordering algorithms. The task of matrix reordering also becomes more understandable

for the user. Our technique centers on a similarity-preserving, two-dimensional projection

of the matrix which provides the user with a simple visual interface. In the following, we

describe an implementation of our technique as a software system for the exploration
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of symmetric matrices. We also describe a case study focusing on similarity matrices in

clustering tasks to provide an initial validation of the technique.

As already detailed in Section 2.3 matrix reordering (or seriation) involves the permuta-

tion of the rows and/or columns of matrices to identify useful structures. Useful structures

are patterns, which deliver previously unknown and exploitable information about the

data set in question. However, for a matrix with n rows and m columns there are n!×m!

possible permutations. Of this large number of permutations it can be assumed that very

few actually deliver useful information.

To make matters worse, different permutations of the same matrix may exist, which

reveal very different aspects of the data in question. A simple example of this dilemma is

presented in [Lii10] and shown in Figure 5.2. Here, the same matrix is reordered once by

hand and then with the help of two reordering algorithms. The result of each reordering

reveals clear structures. They are, however, strikingly different.

1
2
3
4
5
6
7
8

1 2 3 4 5 6 7 8
6
5
4
1
7
3
2
8

6 5 4 1 7 3 2 8

8
2
6
5
4
7
3
1

6 4 5 8 2 3 7 1
3
7
1
4
2
8
5
6

2 8 5 6 4 1 3 7

(a) (b)

(c) (d)

(a) An asymmetric matrix and three re-
ordering results adapted from [Lii10]
(a) Raw data in its original order, (b) A
hand-generated reordering, (c) and (d)
Reordering results of two different algo-
rithms.
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\begin{bmatrix}
c_{1,1} & c_{1,2} & \dots & \dots & \dots & c_{1,n} \\
c_{2,1} & c_{2,2} & \dots & \dots & \dots & c_{2,n} \\

\dots & \dots & \ddots & \dots & \dots & \dots \\
\dots & \dots & \dots & c_{i,j}& \dots & \dots \\

\dots & \dots & \dots & \dots & \ddots & \dots \\
c_{m,1} & c_{m,2} & \dots & \dots & \dots & c_{m,n}\\

\end{bmatrix}

(a) (b)

(b) A symmetric matrix and tree reordering
results: (a) The raw data ordered randomly
(b -d) Reordering results of three different
algorithms revealing different patterns.

Figure 5.2 Matrix Reordering Dilemma: Several matrix reordering algorithms can be applied to
reveal potentially different visual patterns.

Typical matrices in modern real-world applications are large enough to make user-

reordering prohibitively laborious. Users must resort to automated methods, which

(as shown in Figure 5.2) may produce very different results. Most matrix-reordering

algorithms, such as the ones presented in [Lii10; Beh+16], solve an optimization problem

based on predefined local or global target criteria. They are more-or-less black-box
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algorithms; the user has no control over results beyond the choice and parametrization

of quality criteria. Due to the large search space, the algorithms use heuristics and may

return a local optimum in certain circumstances. Also, their complexity is such that

multiple runs with different parameterizations can be very time-consuming. We feel that

the introduction of interactive visualizations in the analysis process will be helpful to

improve results and user satisfaction.

In this Section, we present a visual analytics system, which enables the user to steer

the sorting process in a more meaningful way. We allow users to intervene in the reorder-

ing process by manually modifying the positions of single rows and/or columns in the

sequence. We also enable the selection of subsets of columns and/or rows for the local

application of reordering algorithms. The user is supported in these tasks with intuitive

visualizations, which clearly reveal the effects of the algorithms which were applied. The

result is a more task-specific and data-subset specific ordering , which -according to our

results- may provide more useful information than black-box methods.

For the sake of simplicity, we restrict ourselves to the case of symmetric matrices. A

matrix M is said to be symmetric if M = M T , i.e., the matrix is equal to its transposition.

Every symmetric matrix can be interpreted as the adjacency or edge-weight matrix of an

undirected graph. Conversely, given an undirected graph with or without edge weights, a

symmetric matrix can be induced.

5.4.1 | Iterative User-Guided Matrix Reordering Pipeline

Figure 5.3 Processing pipeline for our user-steerable matrix reordering approach: the columns
and/or rows of a matrix are interpreted as high-dimensional vectors (1st image) and
projected to two-dimensional space (2nd image) forming a set of vertices. Similar high-
dimensional vectors are projected to similar 2D positions. The matrix ordering (e.g.
resulting from a matrix sorting algorithm) is visualized by an edge path connecting all
vertices. Selecting groups of vertices allows the local application of sorting algorithms
on submatrices (3r d image). The edge path can be manually modified, such that locally
optimized submatrices or single vertices can be placed next to another (4th image).

Figure 5.3 provides an overview of our approach to user-guided matrix reordering. In

the following we illustrate how the steerable reordering process can increase user under-

standing of the matrix representation, as well as the measurable quality of the ordering. In
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this work, we consider the matrix ordering quality with regards to the linear arrangement,

which indicates numerically how well a block-ordering along the matrix diagonal can be

achieved.

Our user-guided matrix reordering approach relies on a projection of the matrix into

the plane, where the user can interact with the matrix elements by moving or grouping

them. We realize the projection by regarding the matrix rows or columns as a set of high-

dimensional vectors. For symmetric matrices (representing undirected graphs), rows

and columns can be used interchangeably. For non-symmetric matrices it is left to the

user to pick one of the two. A topology-preserving projection function is applied to map

the row or column vectors to vertices in a 2-dimensional display that retains the main

similarity (neighborhood) relationships between the rows or columns of the matrix (cf.

Section 5.4.3). The vertices in this display are connected by directed edges representing

a given ordering of the rows or columns. Hence, a path with n −1 edges visualizes the

current matrix sorting. The start and end points of this path map to the first and last row

or column in the matrix representation.

The 2D projection provides the user access to interactive matrix sorting operations.

The projection view enables the user to perceive a basic ordering in terms of the similarity

of rows or columns and reason about how these could be arranged in a structurally

meaningful way (cf. Section 5.4.2). Once such structures are found, the user operates two

key interactions: (1) Invoke an automated local reordering on a selected group of vertices,

and (2) Rearrange vertices or groups by replacing one or more existing edges. In the case

of automated local reordering, the user selects a group of vertices and then invokes the

matrix reordering algorithm of choice. The algorithm operates only on the selected matrix

elements, effectively sorting a subregion of the selected matrix. This sorting approach

can work recursively, as user-selected groups can be organized into subgroups and each

sorted accordingly (cf. Section 5.4.3 for details). The second key interaction mechanism

is the direct modification of the edge set in the projection. We enable users to reconnect

edges in the projected matrix representation interactively. This is primarily used to modify

the global order of locally ordered groups of matrix elements.

The starting point for interaction is the selection of a matrix ordering to be improved.

Figure 5.3 illustrates a user choosing a group of matrix elements (shown in red) and

invoking a local reordering. The first group is then joined to a second group of matrix

elements (shown in orange) to place them adjacent to one another in the matrix. The

result of these interactions can be seen as a concatenation of multiple (locally applied)

reordering algorithms.

5.4.2 | Matrix Patterns in the Projection Space

Reordering a matrix in the projected space involves a set of patterns. We structure the

interaction based on the visual patterns vertex groups, star edge patterns, long parallel
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(a) Pattern 1: Vertex
groups

(b) Pattern 2: Star edges (c) Pattern 3: Multiple “par-
allel” edges

(d) Pattern 4: Com-
bination of multi-
ple patterns

Figure 5.4 Several visual patterns become apparent in the projection space. Recognizing these
patterns is beneficial for the improvement of the matrix reordering. They visually
represent a mismatch between close projection points – i.e. similar column-/row
vectors of the matrix – and long connection edges – i.e. to the sequential placement of
dissimilar column-/row vectors by the reordering algorithm.

edges and pattern combinations. These patterns prove to be a beneficial starting point

for improving the matrix ordering. They visually represent a mismatch between close

projection points – i.e. similar column-/row vectors of the matrix– and long connection

edges – i.e. the sequential placement of dissimilar column-/row vectors by the reordering

algorithm.

Vertex Groups Vertex Groups are a natural starting point for the improvement of matrix

sorting results. In the case of an initial bad group, as depicted in Figure 5.4a, a locally

dense region is highly connected to vertices outside of the group. This corresponds to a

matrix ordering, in which dissimilar vectors are arranged sequentially in order to improve

the (global) optimization function.

Star Edges The star edge pattern is a special case of the vertex group pattern. It repre-

sents another important pattern for a local optimization. Figure 5.4b depicts this pattern

in a region of the projection view. Here, a dense group of vertices is connected to multiple

satellite vertices. An optimization of this pattern would be to connect all satellite vertices

linearly with one edge to the dense central vertex group.

Multiple Parallel Edges Multiple parallel edges are a further significant pattern for local

optimization. Figure 5.4c shows one instance of this visual pattern. In this case, similar

vertices are not connected optimally to their neighborhood. This pattern occurs when

similar vertices were not arranged correctly into “local” subsequences.
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Pattern Combinations Usually, a combination of the aforementioned patterns is found.

Figure 5.4d shows one example, of the pattern “vertex group”, the pattern “star edges” and

“multiple parallel edges”.

5.4.3 | Interaction with the Matrix in Projected Space

After sketching our idea and the interaction with matrices in the projection space, we now

describe the details of our approach.

Projection of Matrix Data Our approach relies on a projection technique to map matrix

rows or columns to 2D space for sorting interaction. Kosinov and Caelli considered

the task of comparing two graphs with an inexact graph matching approach in [KC02;

CK04]. They showed that appropriately projected matrix vectors reflect the similarity

relationships present in the high-dimensional matrix data independent of the matrix’s

initial ordering. The researchers proposed the use of eigendecomposition-based projection

techniques, because the eigenvalue spectrum of a matrix is invariant with respect to

similarity transformations. That is for any non-singular matrix M, the product matrix

PMP−1 has the same eigenvalues asM. Specifically, this means that the derived spectrum

of a graph represented by its adjacency matrix is not affected by row/column permutations

P [KC02]. This insight builds the basis of our approach since it allows the perception and

manipulation of a matrix’s ordering without having to recompute its projection points.

The task of a projection technique is to reduce the size of a dataset by reducing the

number of dimensions while minimizing the information loss. In the case of linear projec-

tion techniques, a value is determined for each of the high-dimensional components that

represents the dimension’s weight in the low-dimensional projected space. The projection

vector is then a linear combination of the original dimensions. In essence, linear projec-

tion techniques attempt to separate important from unimportant dimensions to form the

projection space. While linear projection techniques are able to preserve linear structures,

non-linear projection techniques also take non-linear structures into account. Examples

of non-linear structures include arbitrarily shaped clusters or curved shapes. These tech-

niques try to preserve the high-dimensional neighborhood properties, such as pairwise

distances, in the low-dimensional space. Consequently, non-linear projection techniques

seek to separate projection points whenever their high-dimensional counterparts are far

apart.

In our implementation, we include an exemplary linear and non-linear projection

technique. Specifically, principle component analysis (PCA) [Jol86], and classical scaling

(metric multidimensional scaling) [CC08]. We used the implementations of PCA and

Classical Scaling from the “Projection Explorer Framework” of Paulovich [POM07].
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Local Group Ordering A local group ordering corresponds to a reordering of a submatrix

either with the help of an automated sorting algorithm or a user-steered manual reordering

decision. It can only be applied in the matrix representation if all the row-/column vectors

in the group are arranged sequentially. If this is not the case, then the linear ordering of

the matrix will not be consistent after a row-/ column reordering operation. To establish

the selection of a group of vertices we implemented the PartSort algorithm shown in

Algorithm 8. Based on a user selection, it arranges the corresponding matrix elements

sequentially and ensures that the relevant 2D projection vertices are adjacent to one

another (i.e. connected by edges).

Algorithm 8 The PartSort algorithm prepares the matrix for a local reordering. It arranges
the selected vertices sequentially, beginning with the first selection id.

1: procedure PARTSORT ALGORITHM

Require: Original ordering of DataVectorList
2: while !SelectionIdList.isEmpty() do
3: Id1 := SelectionIdList.getFirstID()
4: Id2 := SelectionIdList.getSecondID()
5: if !DataVectorList.isNextTo(Id1, Id2) then
6: DataVectorList.insertNextTo(Id1, Id2)
7: end if
8: SelectionIdList.remove(Id1)
9: end while

return Ordered DataVectors with sequentially connected SelectionIDs
10: end procedure

The PartSort algorithm prepares the matrix for a local reordering. After this initial

grouping, all available matrix sorting algorithms can be applied on the selected submatrix

as if the matrix stands alone. The last step in the local reordering of submatrices is the

reassembling of the matrix. Figure 5.5 shows our matrix reassembling schema.

Figure 5.5 Matrix reassembling schema after local reordering. The arrows indicate the necessary
re-adaption type that has to be applied.

As noted above, a 2D space vertex selection corresponds to a submatrix selection in

the matrix image space. For our example case shown in Figure 5.5, the user selection
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Figure 5.6 The Sorting Interaction Framework allows the assessment of the performance of matrix
sorting algorithms and enables users to steer the sorting process interactively. The
framework is used to visualize matrices and their projections. Here, an 180×180 matrix
is rendered using two ordering algorithms. The performance of the two algorithms
varies highly in terms of their linear arrangement (sorting quality criterion). The matrix’s
projection space allows to the visual analysis of sorting improvement potential. A set of
simple interactions in the projection space lets user steer and understand the automatic
sorting algorithms.

corresponds to the submatrix 5. After reordering this submatrix, the horizontal and vertical

axis reordering differences have to be applied to all other submatrices, too.

While the submatrix 1 remains untouched by the local sorting (no change of the row/-

column ordering), all other submatrices have to be adapted. Depending on a submatrix’s

position relative to submatrix 5 either a horizontal (column-wise) or vertical (row-wise) or

horizontal and vertical adaptation has to be applied. For example, submatrices 2 and 3

will only be affected in the horizontal direction. The same applies for submatrices 4 and 7

in vertical direction. Therefore, a column-/row swapping helps to reassemble the matrices

correctly. Adaptations to submatrices 6, 8 and 9 must be applied in both the horizontal

and vertical directions.

Reordering Strategies A formally correct linear arrangement is present in the projection

view if the graph is connected and there exists exactly one acyclic path that connects all

vertices. Accordingly, every user intervention/manual adaption of the path inevitably
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requires reestablishing this formal requirement. As an example, edge insertions introduce

cycles, which make the linear arrangement ambiguous by introducing two potential paths.

Generally, we can categorize edge set manipulations into two modification types:

1. Forward Edge Modifications: Forward edges are those edges whose linear arrange-

ment start index (index of the inserted edge’s outgoing vertex) is smaller than the

end index (index of the inserted edge’s incoming vertex). For example, if the user

wants to place the 1st row-/column vector next to the 5th row-/column vector.

2. Backward Edge Modifications: Backward edges are those edges whose start index

is larger than the end index. For example, if the user wants to place the 5th row-

/column vector next to the 1st row-/column vector.

For both edge modification types, different reordering strategies have to be applied, which

ultimately have a significant impact on the overall sorting quality with respect to the

linear arrangement. In general, reestablishing a correct linear arrangement is achieved

by inserting so-called “reconstruction edges” to build one acyclic path that connects all

vertices.

As a proof of concept and a point of further research we implemented two different

reordering strategies, which will be described in the following.

Figure 5.7 Two matrix reordering strategies are possible: A forward edge modification (upper
diagram) and a backward edge modification (lower diagram). Depending on the type
of reordering strategy, different approaches to reestablish a formally correct linear
arrangement have to be applied.
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As the upper part of Figure 5.7 depicts, one implementation of the forward edge

modification algorithm is to split the vertex set into three disjunct subsets. The first subset

contains all vertices with an index before the insertion edge’s starting point (V2) in the

Set1 = [V0,V1]. The second subset contains all edges with an index larger than the starting

point and smaller than the endpoint (V8) in the Set2 = [V3,V4,V5,V6,V7]. Finally, the third

subset contains all edges with an index after the endpoint in the Set3 = [V9,V10].

The new vertex sequence is calculated as follows: First, we start the linear arrangement

by retaining the vertices from the Set1 = [V0,V1] and then add insertion edge’s start point

and end point [V0,V1,V2,V8]. Then Set3 is concatenated [V0,V1,V2,V8,V9,V10]. Finally, a

new reconstruction edge is added to append all items in Set2, leading to the final linear

arrangement of [V0,V1,V2,V8,V9,V10,V3,V4,V5,V6,V7].

As the lower part in Figure 5.7 depicts the backward edge modification algorithm is

slightly more complicated. We also split the vertex set into three subsets. In this case

Set1 contains all vertices after the insertion edge’s endpoint Set1 = [V3,V4,V5,V6,V7]. In

the second set Set2 we collect the ordering from the initial linear ordering start until the

insertion edge’s endpoint Set2 = [V0,V1]. Finally, we store all vertices after the insertion

edge’s start point in Set3 = [V9,V10]. The new linear arrangement starts with the insertion

edge sequence [V8,V2]. Then Set1 is attached [V8,V2,V3,V4,V5,V6,V7] and a reconstruc-

tion edge needs to be appended to connect to Set2; [V8,V2,V3,V4,V5,V6,V7,V0,V1]. Finally,

another reconstruction edge connects to the missing vertices in Set3 and finalizes the

linear arrangement to [V8,V2,V3,V4,V5,V6,V7,V0,V1,V9,V10].

A wide range of other implementations for the edge modifications are possible. While

the algorithms presented above are just one heuristic, they perform well in establishing a

better linear arrangement in our experiments. However, more sophisticated algorithms

that minimize the reconstruction edges’ length while retaining most of the input linear

ordering are imaginable. These algorithms need to judge whether the user should be

overruled for the sake of a better linear arrangement. Since these research questions relate

to uncertainty (visualizations) and fuzzy decisions they were not investigated in this paper.

5.4.4 | Visual Components of the Sorting Interaction Framework

Figure 5.6 showcases all visual components that were implemented for our user-steerable,

interactive reordering approach.

Data Explorer View This view allows the selection of a matrix for investigation (Subpart

(1) in Figure 5.6).

Projection View This is the main interaction component in the framework. It allows the

visualization of the chosen matrix’s two-dimensional projection. Furthermore, the linear
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(a) Matrix sorting with the multi-scale al-
gorithm leads to a linear arrangement
score of 834.

(b) A local reordering of a selected vertex group with the
multi-heuristic algorithm leads to an improvement
of 5.64% (LA of 787).

Figure 5.8 The user can steer the reordering process by invoking a localized reordering algorithm.
Ordering thumbnails on the left side in (b) allow the anticipation of localized reordering
results without applying the transformation to the data. Here, the user selection leads
to an improvement of the linear arrangement quality measure.

ordering is represented by a path of sequentially ordered vertices. Two primary interaction

mechanisms are available for the user: (1) a grouping/selection of vertices, and (2) an

edge modification, which allows the user to draw new edges into the linear arrangement

(Subpart (2) in Figure 5.6).

Interactive Matrix Visualization View This view allows the user to render a matrix visu-

alization in a traditional heat-map style display. Its primary purpose is to keep track of

the selections (matrix cell outlines), invoke the PartSort and local sorting algorithms on

user selections or store the current edge configuration. A visual history of all interactions

shows the progress (Subpart (3) in Figure 5.6).

Sorting Detail View This helper view shows a textual representation of the invoked

sorting manipulations. Specifically, the linear arrangement score and Anti-Robinson

events are compared before and after the manipulation, leading to a relative improvement

score in percentage (Subpart (4) in Figure 5.6).

Thumbnails Thumbnails help users to anticipate which local sorting decision will im-

prove the linear arrangement. For the currently selected submatrix, they forecast the

outcome of each of the possible matrix sorting algorithms in a matrix thumbnail (overlaid

in subpart (2) in Figure 5.6). The thumbnails are interactively overlaid in the projection

view and appear after PartSort or a local reordering has been invoked. Their placement on

the screen reflects the anticipated submatrix’s sorting quality (linear arrangement score).

From top-left (best linear arrangement) to bottom-right (worst linear arrangement) the
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thumbnails are arranged around a virtual bounding box of the user selection. This func-

tionality acts as a decision support system, where users can focus on their selection

process while being able to see the potential outcome of the operation.

Framework Architecture To apply our approach and conduct our experiments we de-

veloped the Sorting Interaction prototype. Figure 5.6 shows the front end. Essentially, the

framework consists of two main parts:

1. The back end; a NoSQL database (MongoDB), to store a set a large number of

matrices projected onto the two-dimensional plane with the MDS (Classical Scaling)

and PCA projection techniques. Its primary purpose is to function as a cache for the

time-consuming projection calculation.

2. The front end, as depicted in Figure 5.6 and described in Section 5.4.4.

5.4.5 | Workflow and Interaction

Whenever the user selects a matrix in the Data Explorer, the high- and low-dimensional

representations are rendered to the screen as matrix views and projected views. The two-

dimensional points are rendered to the positions determined by the selected projection

technique in the Projection View. A classical matrix representation is rendered in the

Interactive Matrix Visualization.

A normal interaction workflow incorporates the following steps:

1. Choice of an interaction start point by ordering the matrix: although it is possible,

a user will usually not order a matrix from scratch. Rather, the user will investigate

the outcome of different matrix sorting algorithms one by one. Whenever a global

matrix reordering algorithm has been chosen, the ordered matrix will be rendered in

the Interactive Matrix Visualization View and the Projection View will be populated

with vertices and their current linear arrangement (if the user chooses to investigate

this edge configuration).

2. Inspection of patterns in the projection space: as described in Section 5.4.2 the

user will search for patterns leading to an unwanted sorting behavior.

3. Selection of vertices in the projection space: after having found a pattern, the user

will select groups of vertices that account for the unwanted patterns.

4. Invocation of a local sorting algorithm on the selected vertex group: a PartSort

and local reordering can be invoked with the respective buttons in the Interactive

Matrix Visualization. For decision support, thumbnails showing the potential re-

ordering outcomes are overlaid in the Projection View. The user can choose one of

the options and inspect its impact on the rest of the matrix in the Interactive Matrix

Visualization View (cf. Section 5.4.3).
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Figure 5.9 Query-By-Sketch and Query-By-Example interface for exploring large collections of
matrix plots. The user can either sketch in the canvas (1) an approximated matrix
pattern and retrieve a ranked result list (2) according to a selected MAGNOSTICS FD (3)
or use an example from the result list image to construct a sketch.

5. Reordering of groups in the projection space: after (potentially) multiple iterations

of the above steps, the user can rearrange the locally optimized groups. This is done

by modifying the edge configuration manually in the Projection View. In an “Edit”

mode the user can interactively draw new edges into the linear arrangement edge

set. A valid and formally correct linear arrangement is reestablished after each

edge modification automatically (cf. Section 5.4.3). Results can be stored as so-

called edge configurations, enabling the user to jump back and forth between the

modification decisions (undo/redo behavior).

5.5 | Sketch-based Visual Search for Navigation and

Exploration of Matrix Spaces

Large collections of networks may occur in many applications. As an example, von

Rüden reports in [Rüd+15] about existing matrix collections from the high-performance

computing domain with more than 290,000 matrix plots with the analysis goal to retrieve

matrices with similar patterns. Another example of large matrix collections is the results

of the cross-product between networks/tables and their matrix reordering algorithms as

presented in [Beh+16].

However, exploring large collections of matrices can be a tedious task and may become

even more challenging if the task is to retrieve a specific pattern of interest. Generally, for

all comparative and similarity tasks information retrieval systems can be beneficial, since
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their visual abstractions, interactions, and result presentation approaches will enhance

the user satisfaction and –more importantly– efficiency.

5.5.1 | Query-By-Sketch for Pattern Retrieval

For the retrieval of similar patterns in matrices, we developed a prototypical query-by-

sketch interface, as depicted in Figure 5.9, which can also be accessed online3. The query-

by-sketch interface allows the user to describe the expected visual patterns intuitively by

drawing a sketch of a sought matrix pattern (Figure 5.9(1)). The query can be composed

by a free-hand drawing tool with undo and erasing functionality.

We compare a given sketch with a given matrix data set using a feature-based similarity

function. Specifically, the user may choose feature descriptors (FDs) individually, in

comparison or jointly in the form of the MAGNOSTICS feature set. We also experimented

with a feature weighting scheme to combine individual FDs based on the users’ intuition.

For each individually selected FD, the feature vectors of the sketch image and the database

images are compared by means of the Euclidean distance to retrieve a comparison score.

In the case of the MAGNOSTICS FD set we derive a six-dimensional feature vector by

calculating the Distance-to-Base-Pattern for every individual MAGNOSTICS FD. For the

image database, this can be done in a preprocessing step. The query image feature vector

is subsequently compared with the Euclidean distance to the image feature vectors in the

database.

As a result of the automatic comparison, the user sees one or multiple ranked list(s) of

similar images (Figure 5.9(2)) according to the selected feature descriptors (Figure 5.9(3)).

Figure 4.25 shows an example using the BLOCKS descriptor for the matrix reordering data

set collection with 4,313 matrices [Beh+16]. The computed result matrices show several

blocks for the drawn user sketch.

5.5.2 | Query-By-Example for Pattern Retrieval

After an initial sketch search, the resulting image may contain a prototype of the expected

pattern. Therefore, the interface allows the user to decide that a result image should be

taken over to the query panel. Figure 5.10 shows how a result image is overplotted on top

of an initial user sketch and modified in a subsequent user interaction.

With this interaction metaphor, an iterative exploration chain of query-and-result

sequences can be established, and the user can interactively explore the matrix dataset at

hand. During all times the user may change the FD to account for an inexpressive/not

discriminative FD, leading to a (too) stable or converged result set (local optimum).

3http://magnostics.dbvis.de/#/sketch

http://magnostics.dbvis.de/#/featurevectors/SHAPE_BLOCKS
http://magnostics.dbvis.de/#/sketch
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Figure 5.10 Query-By-Example and FD ranking comparison of different FDs on the same sketch
image.

5.6 | User-Guided Visual-Interactive Similarity

Definition

Adapting the similarity calculation is a core user-adaption in the visual analytics pipeline

and has a direct impact on the algorithm and model performance. As we have already seen

in Section 4.5, the projection-based similarity function allows us to interpret its results

visually (c.f. Section 3.6.1) and gives rise to interpretable interactions for a similarity

definition and adoption.

5.6.1 | User-guided Matrix Comparison in the Matrix Projection

Explorer Framework

Our projection-based distance calculation technique, as presented in Section 4.5, is

proposed as a basis for a range of applications. Specifically, we see two important domains:

(1) Applications using the projection-based approach for the distance calculation, and

(2) Applications that enable domain experts to draw conclusions from the projection

view as a complementary view for visual matrix analysis. We developed a prototype that

implements the proposed distance computation and uses it to support visual exploration
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Figure 5.11 Matrix Projection Explorer is used to visualize matrices and their projections. The
overview (2) shows a distance meta-matrix of all pairwise matrix distances for the VAST
Challenge 2013 dataset with 120 matrices. Patterns, like closely related (dark groups)
and outlying (light rows) matrices, stand out. The projection view (3) lets the user
explore the selected matrices’ structural similarities expressed in the projection space.

in sets of matrices (Matrix Projection Explorer). We now describe the system and proposed

analytic workflows.

Our system consists of two parts: (1) A NoSQL database to store matrices and cache

projections. (2) A visual front end, consisting of four components (see Figure 5.6):

1. Data Explorer View: Allows the selection of a set of matrices to be examined and

visualized.

2. Matrix Visualization View: Shows matrix visualizations in a heat-map-style display

(for individual matrices) or an overview of a set of matrices (sorted by distance). A

semantic zoom function allows the transition between projection viewports, the

matrix view and the meta-matrix overview (see, e.g., Figure 5.12).

3. Projection View: The main interactive component, which can be found at the low-

est semantic zoom level for every matrix pair, depicts the chosen matrices’ two-

dimensional projections. The distance calculation is represented by means of the

graph matching. The user can interact visually with the algorithm by excluding or

including vertices and edges from the matching or adapt the penalty calculation to

the task at hand.
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4. Similarity Table: Shows the distance scores for a set of two or more matrices selected

in the Data Explorer View.

In addition, a legend allows the highlighting of matrices, a color map shows colors applied

in the matrices and a retrieval view ranks the most similar matrices to the current selection

in ascending order. Finally, Views for experiments allow the user to start and keep track

of experiments. As an alternative to the Matrix Visualization View, an interactive matrix

visualization can be added, which would allow the user to highlight row/column selections

in the projection plane and vice versa.

5.6.2 | Workflow and Interaction

Figure 5.12 Excluding vertices from the calculation helps to filter out aspects of low importance.
In this soccer analysis task, it makes sense to exclude goalkeepers (numbers 0 and 14,
middle) to find semantically similar game situations with a low goalkeepers influence.
From the left image we can see that two patterns occur: (1) The pattern [a] depicts a
corner-kick (2) the diffusion-like pattern [b] refers to a goal-kick. After the similarity
steering interaction (right image), the pattern [b] becomes even more obvious, and the
area [c] gets apparent. This aspect denotes, in turn, situations, where the goalkeeper
had an influence on the entire game situation.

When the user selects a set of matrices, their high- and low-dimensional represen-

tations are rendered on the screen as matrix views and projection views. The two-

dimensional points are rendered at the positions determined by the selected projection

technique in the projection view. The matrix representation is rendered following the best

practices presented in [Fek04]. All pairwise distances between the matrices are also calcu-

lated, and the user can switch to a meta-matrix representation of these. We experimented

with a MDS projection of the distance values. While it proved beneficial in perceiving

similarities (i.e., groupings) we rejected the idea because it was hard to reflect interactive

changes to the distance calculation in a visually traceable manner.

For inspection purposes, the user can select a calculation to show the best possible

bipartite graph matching allocation, as described in Section 4.5.1. The matching is visual-
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ized by adding edges to the projection view (see Figure 5.6 (3)), connecting the matched

vertex pairs. The user then has the means to interpret the matching and reason on its

performance visually. In addition to this static procedure, the user can interact with the

similarity algorithm in a feedback loop by excluding or including vertices and recomputing

the bipartite graph matching accordingly. The result is then added to the similarity view,

building a possible feedback loop.

5.6.3 | User-Guided Distance Calculation

Figure 5.13 User-steerable distance score modification for projection-based distances: Users
can apply a strong penalty to formulate restrictive similarity queries, emphasizing
the structural and topological similarity. On the other hand, no penalty or even the
exclusion of long/short edges introduces fuzziness in the process and allows matching
structurally similar matrices while ignoring some differences.

Our approach explicitly supports the interactive guidance of the distance calculation

by the user. As for example, Figure 3.7 or Figure 5.12 illustrate the user can zoom from an

overview distance matrix into a specific area of interest and investigate the impact of the

dimensionality differences to the distance score. By zooming from the overview meta-

matrix into an area of interest, the user can investigate each pairwise matrix comparison

in the projection view. In this view three different user interactions are possible:

1. Selecting and deactivating projection points allows the exclusion outliers or other-

wise irrelevant rows/columns;

2. Selecting edges with a lasso or by clicking on the respective distance histogram bin,

allows the exclusion ranges of edge lengths from the distance;

3. Adapting the penalty function (clicking on the distance histogram penalty bin or via

a specific penalty dialogue) allows modification of the effect of the matrices’ size

differences on the distance.
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Figure 5.14 Changing the penalty function has a large impact on the appearance of the dis-
tance meta-matrix showing all pairwise matrix comparisons. From left to right, the
ZeroPenalty and MaxDistSquare penalty functions are rendered in the upper diago-
nal part of the matrix. The lower part shows the MaxDist, for reference purposes.

With these interactions, a large part of the fuzziness spectrum regarding the graph

matching problems can be covered. Figure 5.13 describes the relationship between the

penalty on the one hand and the exclusion of edges on the contrary. If no penalty is

artificially added (Figure 5.13 (middle)) all projection points that can be matched will

be matched and all dimensionality differences are ignored. Thus, structurally similar

matrices are retrieved. If the user wants to emphasize the dimensionality differences than

a strong penalty function can be applied (Figure 5.13 (left)). In contrast, the user may

decide to ignore the dimensionality and even ignore some level of structural modifications

by excluding long edge-ranges in the projection panel (Figure 5.13 (right)). We depict the

usefulness of our interaction mechanisms in the use cases in Sections 5.8.2 and 5.8.2.

Figure 5.14 visually depicts the impact of changing the penalty function for the VAST

2013 Challenge Dataset. From left to right, the ZeroPenalty and MaxDistSquare penalty

functions are plotted in the upper diagonal part of the matrix. The lower diagonal part

shows the MaxDist, for reference purposes.

The choice of penalty function is closely related to the graph matching tasks at hand.

If the size differences are important, a “strong” penalty must be applied. The lower

the penalty, the fuzzier the distance calculation becomes. In other words, a “weaker”

penalty function, e.g. ZeroPenalty, shifts the focus to matrix comparisons that ignore

size differences and try to derive a statement from the available information. Other penalty

functions are possible, ranging from a static penalty score to a penalty that reflects the

situation in high-dimensional space.
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5.7 | Feedback-Driven Assessment of Relevance for

Matrix Representations

Figure 5.15 The user interacts in the View Space Explorer by choosing relevant or irrelevant exam-
ples (4) from a small sample set. An incremental decision tree visualization (5) and a
feature tube visualization (6) help to assess the exploration convergence. Specific deci-
sion support intervention points can be enabled/disabled in (3). Additional decision
support notifications are shown in (8).

Our current data-agnostic society is driven by the prevalent perception that most data

contains valuable information, which can be retrieved in a later information retrieval

process. To this end, all kinds of data are stored and analyzed. The business consultancy

McKinsey even forecasts that the “data scientist” will become one of the most important

jobs in the US in the coming decade [McK11]. While the collected data may be rich in

information, it is still highly challenging identifying appropriate views on the datasets. As

an example, an n-dimensional numeric dataset allows rendering (n× (n−1)/2) distinctive

views only by using a projection onto two distinctive dimension axis. This spans a large

exploration space in which interesting views need to be identified. To make matters worse,

the most valuable data views exists in relation to the users’ current tasks, intentions, and

current context.

A range of approaches to deal with the interesting view problem were developed over

the years. For example, Focus+Context systems [Shn96; BGS01] lead the users in an
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overview to areas of interest and let them explore these areas with drill-down mechanisms.

Focus+Context systems are an established and approved method, but often tend to be

expert systems restricted to specific dataset characteristics and/or user interactions. These

systems potentially introduce misleading abstractions, which ultimately can lead to wrong

exploration paths. Semantic zoom interfaces [CMS99a] help also to deal with this problem.

Here, the user explores the dataset at varying levels of abstraction/detail, starting with

a highly aggregated version of the underlying data. The more the user “zooms” into the

data, the more details become assessable. Alternatively, cluster-based navigation systems

partition the exploration space into a range of distinctive clusters that are represented by

a small amount of prototypes. Choosing the prototypes relates directly to the interesting

views problem. A further well-understood, yet simple, approach to tackling the interesting

views problem is to focus on faceted search algorithms that operate on the available

metadata. This requires a manual annotation and insertion of metadata, which is often

prone to errors or missing values.

Directly related to the interesting views problem is that a query formulation [MRS08]

on complex datasets is difficult. This is primarily because the collected data sets are

multivariate and high-dimensional in nature. To tackle this problem, novel querying

mechanisms, such as query-by-example or sketch-based interfaces –such as presented

in Section 5.5– appear to be beneficial research directions. Here, the systems rely on the

assumption that users have a priori an initial understanding of the interesting patterns

under investigation. This explicit definition of interest is time-consuming, particularly if

interest rules need to be updated during the exploration process.

In the following, we present an approach to the interesting view problem, which

focuses on the interplay between the user and an automatic decision-support system. In

an iterative workflow the user assesses whether a set of presented views are of interest or

not. These views can be arbitrary, but suitable, visualizations for the data exploration task

at hand. A classification system learns from the previous user decisions while notifying

the user in case of potentially wrong decision paths and major decision path divergence.

The general idea is inspired by multimedia retrieval approaches, where the user’s explicit

relevance feedback on retrieval results is used to recommend additional previously unseen

results [MRS08]. In contrast to the major work in this field, the presented relevance

feedback mechanism is incorporated into a feedback loop, which adapts to the earlier

user decisions.

Our approach relies on the basic assumption that for most and even complex data

visualizations a comprehensive set of feature vector descriptors can be found, either in

the data-, in the image space or in a combination of the latter, that can be mapped to its

analytic benefit.

The outlined approach has to be seen as a framework for an interactive relevance

feedback driven data exploration process. One of the benefits of the framework is that
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Figure 5.16 The interaction flow in the Feedback-Driven View Exploration Framework: The user
chooses a dataset of interest. A meaningful visualization type is selected (automatically
or manually). The underlying data is described by means of feature descriptors. A
range of representatives are shown to the user, which are interactively tagged for
their relevance in the exploration process. A model learner tries to reflect the user’s
preferences and shows a new representatives set to the user.

a great variety of design alternatives can be applied without changing the fundamental

approach. We are showing one reference implementation of the framework by using an

incremental decision-tree classification to guide the user in a large scatterplot exploration

space. However, it has to be mentioned that we are not restricting ourselves to scatterplot

visualizations, but allow any type of visualization technique as long as a descriptive feature

vector space can be found.

5.7.1 | A Framework for Feedback-Driven View Exploration

The basic idea of a feedback-driven view exploration approach is to put users into a steer-

ing position to determine what they want. Figure 5.16 outlines the main workflow in the

semi-automated exploration process. In a normal sequence of actions the user chooses

a dataset under investigation and decides for a meaningful visualization to assess the

underlying data. The framework uses an appropriate feature descriptor from the data-
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and/or the image space to represent the data. The resulting feature vectors are the basis

for the visualizations. In the case of a feature descriptor operating on the data space

characteristics, such as the data distribution or compressibility, will be represented. An

example would be to measure the convexity of a scatterplot or the diagonal-block related

measures of a matrix plot. Image features will be used to reflect the visualization’s –or

depiction’s– characteristics. An example would be to measure the number of interest

points for a real-world image. For the overall exploration, the choice of the feature descrip-

tor is crucial since every descriptor is only capable of reflecting certain characteristics of

the underlying data.

=
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Figure 5.17 Four different sets are distinguished in the approach: (1) The exploration set ES con-
tains all possible views. (2) A sampled version of the exploration set will be presented
to the user (RS ). (3) The user annotates this set for interesting, respectively uninter-
esting, views (A S + versus A S −). (4) A classifier learns a mapping of the exploration
set into potentially interesting views (C S +), respectively uninteresting views (C S −).

As Figure 5.17 depicts, from a potentially very large exploration set of visualizations,

denoted as ES , only a limited amount can be presented initially to the user. We will

denote this subset as the representation set RS . The choice of the items in RS can be

random, deterministic, or iteratively adaptable (cf. Section 5.7.4). In the general feedback-

driven view exploration framework the representation choice adapts according to the

user’s decisions. In an exploratory search phase, a uniformly distributed sample should

be made available, while in a confirmatory search only subpopulations of ES need to be

presented. Generally, users might not be able to assess the entire dataset manually. Hence,

after a broad beginning only parts of the exploration space will be presented to the user.

From RS the users can either choose visualizations of interest or express their dislike.

Thus, an implicit knowledge gets explicitly available and accessible to the framework. A

model learner is used to reflect the expressed user preferences by classifying the unseen

items in ES as potentially relevant, denoted as C S +, or potentially irrelevant, denoted

as C S −. We can assess the model learner’s (un-)certainty in the classification. Relevant

and irrelevant items can be matched to both classification sets C S +and C S − to find

visualizations with an (un-)certain interestingness mapping.

The task is now to find a good mapping f : ES 7→ RS , such that the user on the one

hand will find interesting patterns and on the other hand is still able to explore the dataset
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Figure 5.18 The Decision Support can change essential parameters in the Relevance Feedback
Driven View Exploration Framework if the exploration convergence stagnates: For
example, it can recommend switching to a more appropriate visualization type with a
corresponding modeling scheme or ask for a confidence score if the user annotation is
obviously misleading.

without losing too many details. A secondary goal is to let the user iterate only a few times

through the feedback loop.

Another basic idea of the feedback-driven view exploration framework is that user

decisions should have an impact on the exploration. Hence, the task of a decision support

system, as described in Section 5.7.4, is to assess the stability and convergence of the

exploration path. Figure 5.18 outlines potential intervention points in the feedback-

driven view exploration framework. As an example, the choice of the dataset implies a

(feature-based) modeling of the data. While this choice might be appropriate in an early

exploration phase, it might be too restrictive, respectively broad, in the later phases. Thus,

either the visualization may be adapted or the feature vector representation. One heuristic

for this recommendation could be that the exploration path stays rather unspecific and

does not converge even after a number of iterations. Another intervention point is the

outcome of the model learner. Here, the decision support acts as a supervision instance,

which, e.g., allows assessing the certainty of the classification subsystem.

5.7.2 | Exemplified Instantiation of Feedback-Driven View

Exploration Framework

In the following, we want to present one instantiation of the general semi-automatic

exploration workflow from Figure 4.8.3. In each of the following sections, we will outline

the overall idea for the respective workflow step, describe the current implementation and

reflect our design rationale by describing alternatives and further prospects.

Visualization The general idea of the Visualization step is to illustrate the given explo-

ration set (ES ) in a reasonable manner. This step initiates our framework’s interaction

pipeline in Figure 5.16. The choice of the visualization technique is important and de-

pends on the given dataset. Effective visualizations help in the decision-making process
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while reading ineffective visualizations can be time-consuming and potentially leads to

wrong decisions.

In one of our exemplified instantiation of the feedback-driven view exploration frame-

work, we use matrix plots to represent relational data. In another version of the framework,

we use scatterplot visualizations to represent a continuous high-dimensional dataset.

As mentioned above, the choice of the visualization technique depends on the dataset

under consideration. In our case, scatterplots are appropriate, but in the case of other data

types, such as temporal, hierarchical or textual data, alternative visualization techniques

are better suited for the view space exploration in our pipeline. To name just a few

alternative examples, line charts are suitable for temporal data, treemaps can represent

hierarchical data, and word clouds can be used to depict text content.

Modeling The general idea of the Modeling step is to characterize all visualizations of

the exploration set ES and to compute a uniform model for the Model Learning step (cf.

Section 5.7.2). It computes a feature-based vector for every visualization. By this means,

the similarity for each individual visualization can be automatically compared and used

for further sampling or classification methods.

We experimented with the Scagnostics approach [WAG05] to characterize the scatter-

plot contents, since it is capable of describing point distributions by meaningful measures.

For the matrix plot dataset, we are using the Magnostics related feature descriptors sepa-

rately to quantify the visual patterns in the matrices.

Depending on the chosen visualization (cf. Section 5.7.2), different descriptors have

to be used to extract feature vectors. While Kernel Density Estimators or Regressional

features could be used to extract suitable features for scatterplot point distributions,

image-based descriptors will be more appropriate to describe real world images. In the

case of structure conveying visualizations, such as treemaps, one option is to apply an

Edge-Histogram Descriptor or line extraction algorithm [DH72] to describe the general

shape of the visualizations content. For text visualizations, a dictionary-based approach

can be applied to compare the textual content inside visualizations.

Representatives The general idea of the Representatives step is to select a manageable

number of items from the exploration set ES . This presentation set, denoted as RS , is

presented and judged by the user. Hence, its functionality highly influences the explora-

tion process. The selection procedure is exchangeable in our implementation of the view

space exploration pipeline.

In the current implementation, we are experimenting with content-based sampling-

based approaches, such as discussed in [HKP11], to select a range of items in ES . A

Min-/Max sampling option selects two representatives for each of the feature value ranges

(cf. Section 5.7.2). For the Scagnostics example, 18 representatives can be judged by
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the user: two items (one min-value and one max-value representative) for each of the

nine Scagnostics features. To increase the number of items in RS and to reflect the

data distribution, a quantile sampling, a (stratified) bootstrapping and a stratified normal

sampling method can be applied. The user can select how many items should be retrieved,

resulting in
∣∣ f eatur es

∣∣× requestedSamplingItems items in RS .

One reason to apply sampling is that RS is available instantaneously without much

computational effort. One obvious disadvantage is that the sampling potentially shows a

series of outliers in the data distribution. However, this effect can be neglected in the case

of the quantile sampling method (amountQuanti les > 2).

As stated above further design alternatives are possible and may be considered if the

representation items are not perceived as appropriate. One computational expensive

solution would be to apply a density-based clustering in every projection plane of the

feature space. N modeling features would lead then to N projection planes. From the

clustering results a range of representatives could be selected by choosing, e.g., the medoid

of the found clusters.

Relevance Feedback The general idea of the Relevance Feedback mechanism in a semi-

automatic exploration pipeline is to give the user the ability to steer the retrieval process.

The user can categorize the presented items into relevant, irrelevant, and neutral examples.

Relevant annotated items, denoted as A S +, represent potential hits for the search process.

Irrelevant examples, denoted as A S −, depict items that lead to wrong or uninteresting

search paths.

In the current implementation, depicted in Figure 5.15, the user can click on green

and red buttons to express his like, respectively dislike.

Alternatively to the binary decision approach, a weighted relevance feedback could be

implemented for finer granularity assessment of the user feedback. In this case, the users

would have to judge the interestingness of the presented items in terms of a linear scale.

Also, a star rating, as it is known from product reviews, would be possible. We decided

against a weighted relevance feedback system since these kinds of decisions might be hard

to judge for the user at the beginning of the exploration process and involve additional

interaction overhead.

Model Learning The goal of the Model Learning step is to reflect the user’s preferences.

In the best case, the system learns the user’s intention after only one iteration and retrieves

only positive examples. The worst case scenario is that the model learning cannot grasp

the user’s intention after a finite number of steps, leading to always negative examples.

The pipeline would then iterate until all irrelevant items are excluded and only relevant

examples are left. Hence, the search eventually converges.
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A model learner has to be able to revise and refine previous decisions. Whenever the

system restricts existing decisions, we assume that the user also refined his/her under-

standing of the explored items. Thus, we assume that the exploration path is “correct.”

On the other hand, a revision of existing decisions corresponds to a potentially “wrong”

exploration path.

On top of the exploration steering function of this component, we put another pre-

requisite on the system: It should externalize its decisions in a visual depiction (cf. Sec-

tion 5.7.3).

(a) 1D decision on one classifica-

tion attribute

(b) 2D decision on two classifica-

tion attributes

(c) nD decision on n classification

attributes

Figure 5.19 The incremental decision tree allows assessing the complexity of the formulated ex-
ploration query. Additional meta visualizations depict the value distribution for 1D
classification decisions (decision on one classification attribute), 2D decisions in a
confusion matrix and nD decisions in a Multi-Dimensional projection (MDS) of the
similarity of the classified items.

Incremental Decision Tree for Scagnostics: In our Scagnostics implementation we

decided to use a classification system to approximate the user’s preferences. Our model

learner is inspired by the idea of an iterative decision tree, such as presented in [YF12]. In

contrast to a common decision tree, iterative decision trees retain most of its structure after

the initial training. This allows the user to perceive the structural development over time

and can only be achieved if a fundamental confinement of the decision tree algorithms

gets derestrict: Nodes corresponding to a parameter (-range) can occur multiple times

in the same decision tree. However, in line with the decision tree logic, these multiple

occurrences may not violate already applied range restrictions (value > 0.5 leads to yes,

but also value ≤ 0.5 should result in yes).

In a standard course of action, we are expanding the decision leafs in each learning

iteration of the pipeline. We are differentiating between outer decisions and inner decisions.

While outer decisions modify the outer boundary of the decision space formed by the

n selected features (cf. Section 5.7.2), inner decisions lead to subareas in the already

excluded/included decision space, which should be included, respectively excluded, from

the search.



5.7 Feedback-Driven Assessment of Relevance for Matrix Representations | 193

For outer decisions two cases are possible without violating the idea of a decision

tree: 1) A yes node, representing a set of relevant classified items, on a yes path gets split

up. In this case, the user found that the classification is too unspecific and should be

narrowed. One example for this case is shown in Figure 5.19 (c), where the monotonic

feature range was modified from [0.09,1.0] to [0.12,1.0]. 2) A no node, representing a set

of irrelevant classified items, on a no path gets split up. In this case, the user found that

the classification is too specific and should be broadened.

Inner decisions are improving constraints set in earlier decisions. Here, also two

alternatives are possible without violating the decision tree idea: 1) A no node on a yes

path gets split up. In this case, the user found that learned constraint is limiting the

exploration and should be made less restrictive. 2) A yes node on a no path gets split up. In

this case, the user found that learned constraint was not restrictive enough and should be

strengthened. One example for this case is shown in Figure 5.19 (c), where a monotonic

value above 0.006 alone would lead to a positive classification. This classification gets

restricted by the sparsity feature descriptor below 0.11. In both presented cases of an

inner decision parallel decision paths, or split-ups, could be a result.

Nested Self-Organizing Maps for MAGNOSTICS: For our MAGNOSTICS implementa-

tion of the Feedback-Driven Interaction pipeline we experimented with a Self-Organizing

Map (SOM) model learning approach. SOMs are one instance of an artificial neural net-

work architecture initially proposed by Teuvo Kohonen [Koh82; Koh97; Koh88]. Their

central goal is to project a high-dimensional data space into a lower dimensional space in

which data similarities can (still) be reflected. In our case, we assume that –after a learning

phase– each cell in the SOM layout contains a distinct set of patterns. Figure 5.20 depicts

one cell in which mostly off-diagonal block pattern matrices are grouped together.

Generally, SOMs are “one-time” model representatives that learn the data modalities

in five consecutive steps:

1. Initialization: All neurons in the regular grid structure are initialized by a random

vector. In our case the initialization vector is of the size of the currently chosen

feature descriptor and each component is randomly assigned to a value of the

predetermined feature vector value range (of the respective component).

2. Competition: All neurons in the network are competing for the assignment of an

input vector. The neuron with the lowest Euclidean distance between the curren-

t/learned neuron feature vector and the input vector wins the competition.

3. Cooperation: The winner neuron stimulates its neighborhood so that not only

neuron reacts to the stimulus, but rather an entire SOM region. The stimulus impact

decreases relatively to the learning duration.

4. Adaption: All stimulated neurons are adapted in the direction of the input vec-

tor. The adaption intensity decreases wrt. the training duration and the stimulus

weighting. If the learning process not converges the process is repeated (Step 2).
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Figure 5.20 Intuition of the SOM Classification/Clustering adaption for the Feedback-Driven View
Exploration Pipeline. The selected cell in the upper right shows Off-Diagonal Block
Patterns consistently.

5. Classification: Not directly related to the learning process is the classification pro-

cess. Here an input neuron is finally assigned to the closest matching neuron, which

has to be regarded as the prototype for a whole set of seen input vectors.

Figure 5.21 Nested Self-Organizing Map concept: Each cell can be recursively split into further
SOMs, thus incrementally refining the decision boundaries in an HD decision space.

However, SOMs are on-time learners without any option to adapt to the newly gener-

ated knowledge during the exploration process. Therefore, we developed the idea further

to a nested SOM, as depicted in Figure 5.21. Here a given grouping decision in one cell

can be recursively refined with a nested sub-decision, i.e., an off-diagonal block pattern

could be subdivided into L-shaped and inverse L-shaped subgroups. The more nesting

levels SOM shows, the more distinct decisions have been taken by the user to refine the

interestingness classification model iteratively.

Further Alternatives: Alternatively, adaptive learning systems could be applied to

learn the user preference model. Here, for example, multi-agent learners, such as pre-

sented in [RN03] could incorporate likelihood considerations into the learning process,

which would be beneficial if many views show similar content. The application of other

neural networks structures, such as the once presented in [Yeg09], could be an alterna-

tive. Both mentioned model learners are able to learn non-linear decision boundaries in

high-dimensional decision spaces. Another alternative, which has not been implemented
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(a) A tool tip shows that the view was selected
into the presentation set RS , since its outly-
ing value is in the 2nd quantile of the respec-
tive feature range.

(b) A tool tip depicts the current feature vector values
and gives additional metadata.

Figure 5.22 Users can annotate exploration views (e.g., Scatterplots or Matrix Plots) as uninterest-
ing, neutral, or interesting with the red, white or green buttons.

yet, is a Support-Vector machine classification. Here, visual depictions are available,

such as presented in [Hei+12]. The training process is more complex than with the pre-

sented approach but still feasible and a full training is not always necessary as [CP01]

demonstrates.

5.7.3 | Pattern Retrieval in the View Space Explorer

In the following, we will describe our graphical user interface for the Feedback-Driven

View Exploration Framework. Figure 5.15 depicts the visual interface, consisting of the

View Explorer, the primary interaction component, and a range of meta visualizations,

which help to track changes in the exploration process.

View Explorer The View Explorer displays the representation set RS to the user. It

is depicted in Figure 5.15(4). The displayed views are ordered according to the feature

descriptor and the selected sampling method; i.e. for each applied feature descriptor one

high and one low value in the case of Min-/Max sampling. While an alternative option

would have been to sort the views according to their feature vector similarity, the applied

ordering allows perceiving the feature descriptor’s value ranges more effectively. A detail

view of the user annotation options is depicted in Figure 5.22a and Figure 5.22b. A tool tip

shows, next to the view id and its metadata, and a visual indication of the sampling set

choice; the circled number represents the selected 2nd quantile.
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Meta Visualizations Two meta visualizations help the user to assess if an exploration

path leads to a convergence (only interesting views). On top of that, the decision support

system uses the displayed data to assess the exploration convergence quantitatively.

(1) Feature Space Tube: Figure 5.23 shows the Feature Tube, a stacked histogram view

per feature descriptor (cf. Section 5.7.2). The histograms are sorted in ascending order

to reveal the feature’s value distributions. The current decision path corresponds to an

interval selection in the n-dimensional feature space, where n is the number of features

under consideration. In our case, nine Scagnostics feature histograms are rendered. We

are showing the decision path by a tube overlay, highlighting the selected feature intervals

of interest.

Figure 5.23 Feature Space Tube

The overlay can be used to assess the specificity

of the search. A narrow tube relates to a highly spe-

cific query –potentially in an advanced status of the

exploration process– while a broad tube shows that

the exploration is unspecific. Selected intervals can

vary in their density of contained items (or views).

Dense/sparse intervals show that the current explo-

ration specificity maps to many, respectively few, pos-

sible views. By perceiving the change of Feature Tube

between two model learning phases, users are able

to judge their exploration advancement. Brushing

and Linking is used to retrieve a scatterplot selection

from the view explorer in all feature histograms.

(2) Incremental Decision Tree: Figure 5.15 (5)

and Figure 5.19 shows the Incremental Decision Tree,

a visualization for the current classifier decisions. In

an incremental decision tree, every framework iter-

ation corresponds to one level of the decision tree:

Level 1 decisions correspond to the projection of the

n-dimensional decision space onto the one dimen-

sional subspace of the corresponding classification

attribute. Level 2 decisions span a confusion matrix,

in which the true-positive (upper right) field corresponds to all positively classified items

(C S +), the true-negative field (lower left) corresponds to all negatively classified items

(C S −). The items in false-positive (upper left) and false-negative (lower right) are poten-

tial mis-classifications and cannot be rejected without any reservation. Thus, they remain

in the exploration set ES . Level decisions > 2 can be depicted with a MDS projection

of the pairwise item similarity. We use the classic MDS implementation in MDSJ [Pic09]

for our purposes. During the annotation phase the user sees the tree visualization, as
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(a) Nested Self-Organizing Map Visualiza-
tion: The regular SOM grid structure is
broken up such that recursively SOM
grid layouts (potentially of varying sizes)
can be rendered into a parent cell.

Amount of ElementsAmount of Elements

One Vector/Element

Prototype

Bandwidth (upper)

Weighting

Bandwidth (lower)

(b) One SOM cell encodes its represented items with a form
of a parallel-coordinates plot. Each item is represented
by one line showing the value distributions of the cur-
rently chosen feature descriptor.

Figure 5.24 A Nested-SOM classifier visualization helps the user to steer the exploration process
by recursively applying sub-decisions for groups of selected objects.

depicted in Figure 5.15 (5). However, if the user wants to get more details about the model

learner meta visualizations for the 1D, 2D and nD levels are shown in a dialog on top of

the incremental decision tree (Figure 5.19). The purpose of these meta visualizations is

to allow the user to interpret how many items the classifier rejected from the exploration

and how many items were close to the calculated decision border.

Alternatively, we experimented with a nested Self-Organizing Map visualization to

externalize SOM classifier decisions. Figure 5.24a shows the classifier visualization for a

recursion level of three. The glyph within each cell is a form of a parallel-coordinate plot,

showing for every feature vector one line, i.e., the 0-1 normalized feature vector values for

all feature descriptor dimensions. In our figure, the small green cell on the left represents

87 matrix plots from a 4,313 matrix images dataset, which match the user preferences

best. During the exploration process, a user can explore each SOM cell to find out how

homogeneous the represented images are.

(3) Measures of Exploration Convergence: For a quantitative assessment of change

in the exploration process, we quantitatively measure the appearance development of

the feature tube and the incremental decision tree visualization. For the feature tube,

we are storing the covered tube area for each pipeline iteration and calculate the areal

difference of the two shapes. If the difference area decreases in two subsequent iterations,

the search converges gradually and we can measure a convergence factor. If the area

change stagnates or even increases, the user did not advance in the view exploration. For

the incremental decision tree, we are able to measure a binary convergence factor. Either,

in the negative case, the model learner returns the same decision tree several times (no
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further learning improvement), or new tree leafs need to be added (learning progress). If

the classification training results in the same decision tree twice we are interpreting the

result as a stagnation of the exploration progression.

A wide range of other convergence measurements are possible. The simplest is to

relate the number of items in ES before and after an application of the classifier. Another

option is to calculate a similarity value for the decision tree appearance before and after

the application of the classifier, as e.g., presented for general tree structures in [Hes+14].

However, this option can only be applied if the decision tree is built from scratch, rather

than not incrementally. In the future, we are planning to experiment with an adaptive

convergence measure that takes multiple decision criteria into account. In all cases of

a slow or stagnating convergence, we are applying counter measurements to steer the

exploration process. The first measurement is to intervene in the representation finding

(cf. Section 5.7.2). In our case, we are changing the used sampling function. The next

level of intervention is to increase the number of suggestions for annotation candidates

(cf. Section 5.7.4). While the number of suggestions decreases in the normal convergence

cases, we are here boosting the lowest similarity, such that more (even less similar) items

are recommended for annotation.

5.7.4 | Enhanced Decision Support for Feedback-Driven View

Exploration

One of the primary advantages of the presented exploration framework (cf. Section 5.7.1)

is that it allows for an automatic supervision of the exploration process. This supervision

can be used to investigate and monitor the actions taken by the user. Thus, it becomes

possible to make use of a user feedback loop whenever an action is not meaningful,

potentially incorrect, or could be improved on the fly.

Users are notified about a potential intervention with the help of dialogs. These

dialogs contrast the current user selection with an automatically created suggestion. Most

importantly, the decision support system forecasts both options’ outcome and presents

them to the user. In the case of conflicting decisions between the user and the decision

support system, the user decisions are preferred to the algorithmic decisions.

In the following, we are referring to our implementation of the feedback-driven view

exploration framework as it is described in Section 5.7.2. Specifically, we are rendering

matrix plots modeled/described by one of the Magnostics features (Blocks) feature de-

scriptor. We are applying a sampling-based approach to find representatives. The user

gives binary feedback, whether an item is relevant or rather irrelevant; the incremental

decision tree algorithm classifies the exploration set ES into positive C S +and negative

classified items C S −.
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Figure 5.25 Potentially wrong decisions are intercepted by the decision support system to keep the
model learning in a consistent state. The outcome of each decision can be anticipated
without applying it to the model learner by using the quick-check functionality button.

Handling Potentially Wrong Feedback Decisions

Decisions are ambiguous and potentially wrong if the same view (scatterplot) has been

marked both irrelevant and relevant in the current iteration. In both cases, the user has to

revise and disambiguate the current decision in an Error Dialog, depicted in Figure 5.25.

The error dialog allows previewing the decision outcome with the help of a quick check

functionality. Its purpose is to anticipate the C S + and C S − outcome without applying

the decisions to the classification model learner. If this kind of error occurs multiple times,

the decision support system suggests enabling an auto-highlighting functionality that

keeps track of the annotation sets and holds them in a consistent state.

Handling Missing Decisions

Missing decisions can occur whenever the same scatterplot is shown multiple times in

one presentation set, and the user marks a scatterplot as relevant, respectively irrelevant,

but does not apply the same choice on the second occurrence of the scatterplot. Multiple

occurrences can happen, e.g., when applying sampling-based representation finding

approaches on a small dataset. In the case of Min-/Max sampling, multiple presentations

of the same item are even likely and cannot be ruled out.

The decision support system keeps track of these missing values and fills them auto-

matically to retain a consistent learning model.

Recommending Additional Decisions

The decision support system is able to do more than a mere failure handling. If the

user is satisfied with her/his relevance feedback in one iteration, the intra-presentation
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Figure 5.26 Additional meaningful decisions can be recommended to the user by retrieving the
most similar matrix plots to the already relevant, respectively irrelevant, annotated
views.

set similarity to the positive and negative examples is calculated. If the similarity for

an unannotated scatterplot is high to one of the items in A S + or A S − it becomes

an annotation candidate for the respective annotation set. More specifically, we are

calculating for every view in A S + and A S − a ranked list of similar views from ES . We

are using the Euclidean distance on the Scagnostics feature vectors for calculating the

similarity score. These ranking lists are unified for each annotation class by taking into

account (a) a minimum similarity threshold –since we want to show only highly similar

views– and (b) the potential reoccurrence of one view in the candidate lists –since we want

to eliminate duplicate candidate views. The outcome of including annotation candidates

into A S + and A S − are presented to the user in the query-expansion dialog shown in

Figure 5.26. Here again, the user has the functionality to anticipate (quick-check) the

results without applying them to the model learner.

Exploration Set Expansion

Another decision support system functionality aims at assessing the search stability and

convergence. For example, if the decision tree classifies more than 50% (user-parameter)

of ES as irrelevant in the first iteration a great variety of potential patterns may be

lost. If the selected parameter is exceeded, the decision support system evaluates the

classification certainty by comparing all irrelevant classified items (C S −) to the items
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in the annotation set A S + and A S −. We construct a certainty ranking for all items

in C S −. Again, we are using the Euclidean distance on the Scagnostics feature vectors for

our scatterplot dataset to calculate the ranking score. The subset of items in C S − that

have a distance higher than an adaptive threshold are treated as uncertain classification

decisions and may be taken again into the exploration set ES for a further refinement. The

certainty threshold increases with the number of feedback iterations. In other words, the

fewer decisions have been taken by the user, the less uncertainty is accepted. Figure 5.27

shows the exploration set expansion dialog.

Figure 5.27 The classification system’s certainty is assessed in the background. A histogram view
shows the number of (un-)certain decisions. If the classifier eliminates a great variety
of scatterplot patterns (red bars), the user may decide to retain uncertain scatterplots.
Uncertain decisions correspond to the scatterplots whose distance to the negative
annotated set is larger than an adaptive certainty threshold.

Adaptive Choice of a Descriptive Feature Vector

Another important decision support system functionality aims at assessing the descrip-

tiveness of the currently chosen feature descriptor wrt. user’s current exploration phase.

Therefore, we developed an adaptive feature descriptor exchange functionality, i.e., dur-

ing all times the modeling of the examined items/visualizations may be exchanged with

a more descriptive/discriminative FD. We are calculating an FD “quality ranking,” as

depicted in Figure 5.28.

We derive a quality ranking from the first annotation round but adapt to the user

decisions in later exploration phases. For every feature descriptor, an average pairwise

distance between all relevant annotated items and all relevant annotated items ( A S + and

A S −)is calculated. The basic intuition is that, the higher the average difference of the

pairwise distances is the more levels of differentiation/discriminativeness can be modeled

by the feature descriptor.
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Figure 5.28 A list view of the Feature Descriptor Ranking: Feature descriptors with a high average
pairwise distance between all relevant and irrelevant annotations are considered as
more discriminative wrt. the feature modeling.
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5.8 | Research and Application Context Work

We will next demonstrate the usefulness of our developed visual analytics approaches in

several applications contexts.

5.8.1 | Usage Case Demonstration: User-Steerable Iterative Matrix

Reordering

To present the applicability of our user-steerable matrix reordering approach we showcase

two exemplary scenarios. In the linear arrangement improvement scenario, we show

how we take advantage of the 2D projection to improve a state-of-the-art matrix ordering

algorithm. In the second scenario, we will show how we use our approach to gain a better

understanding of matrix substructures in a real-world scenario.

Improving the Linear Arrangement Improvement for Matrix Reorderings

Figure 5.8a and Figure 5.8b showcase the applicability of our approach by interactively

improving the results of the matrix ordering algorithm “Multi-Scale,” developed by Koren

and Harel [KH02] in 2002. The algorithm’s results represent a baseline for our approach

since it has the target of minimizing the linear arrangement of a matrix. Furthermore, it is

accepted as the state-of-the-art algorithm for the problem.

In our exemplary matrix reordering experiment, we are investigating the GD95c matrix

from the J. Petit test suite [Pet03] developed for evaluating matrix ordering algorithms.

As Figure 5.8a depicts, the initial ordering of the matrix with the multi-scale algorithm

results in a linear arrangement (LA) score of 834. From a visual perspective, we can see a

combination of several vertex groups and one star edges pattern in the upper right part

of the plot (cf. Section 5.4.2), which are an appropriate starting point for a reordering

optimization. We select the vertices that are grouped in 2D, but are still connected via

rather long edges to other groups of vertices. This is also the reason, why the dense

group at the bottom of the 2D projection visualization is a rather bad starting point for

an optimization because it is highly interconnected within its own group and is only

connected via one edge to the rest of the vertices. As Figure 5.8b depicts, clicking on the

local reordering button allows us to preview the local reordering results of all available

algorithms. After randomly several of the suggestions that all lead to an LA improvement

between 1.44% and 3.66%, we chose the topmost submatrix ordering thumbnail. The

details panel in Figure 5.8b reveals that a local optimization of this subgroup with the

multi-heuristic algorithm improved the linear arrangement from 834 to 787 LA.

In this experiment, a non-expert user incrementally decreased the LA by 5.64% within

four reordering interactions: one global sorting (multi-scale algorithm) and three local

sorting suggestion choices. Whenever a group of vertices is selected, the user can switch
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between the local sorting suggestions by clicking on the matrix sorting thumbnails (cf.

Section 5.4.4). Generally, not all vertex selections allow reducing the LA. But, we found in

our experiments that the visual patterns described in Section 5.4.2 show to be beneficial

starting points.

Improving the User Understanding of Matrix Reorderings

The Figure 5.29 (a) to (f) show us a real-life scenario: Here, a large, dense 1000×1000 matrix

is ordered using the multi-scale algorithm. The data results from a similarity calculation

between domain names of an IP network and would be used as part of the input for a

graph-based clustering algorithm. Reviewing a matrix representation of the similarity

calculation is an important intermediate step to assess the performance of the subsequent

graph-based clustering. Figure 5.29a shows us an overview of the 2D projection and the

applied multi-scale ordering. In Figure 5.29d we see the corresponding matrix image.

Clearly, the matrix ordering result is inappropriate, and substructures are not visible.

Other matrix ordering algorithms show a similar result (Figures are omitted).

In this specific case, the matrix density is so large that substructures cannot be ex-

tracted without compromising the global quality criterion (minimum linear arrangement).

However, a manual steering of the ordering algorithm allows hidden patterns to be found.

Figures 5.29b and 5.29e show the brushing and linking selection of a locally dense sub-

group of vertices. This subgroup stands out because it is highly connected to a larger

subgroup of vertices (main data distribution), but still stands on its own in the projection

space. While the selection of matrix rows/columns the image space seems arbitrary (cf.

Figure Figure 5.29e), applying the multi-scale algorithm locally on this group reveals a

dense submatrix that is connected to other matrix members. When taking all matrix data

items into consideration matrix ordering algorithms have severe problems finding a trade-

off between global and local optimizations. This becomes obvious in Figure Figure 5.29d.

Steering the ordering transformation more towards the local aspect enables a fine-grained

investigation of the globally dense matrix. Figure 5.29f shows the end result of the local

ordering steering.

5.8.2 | Use Case Demonstration: Projection-based Similarity

Definition and Adaption

We now illustrate the use of the Matrix Projection Explorer to analyze various data sets,

demonstrating its applicability to potential analysis cases.
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(a) Overview of the 2D Projec-
tion of a large, dense 1000×
1000 matrix sorted with the
multi-scale algorithm.

(b) The zoomed 2D Projection
shows a large, dense group
(cluster) of vertices with one
subcluster.

(c) The upper dense subgroup in
the cluster is sorted with a lo-
cal submatrix sorting.

(d) The matrix image representa-
tion of the multi-scale sorted
matrix data.

(e) The cluster’s substructures
are revealed by applying lo-
cal sorting optimizations.

(f ) The user can steer the sub-
matrix reordering process by
choosing the most appropri-
ate local sorting decision.

Figure 5.29 In cases where established matrix sorting algorithms do not lead to a satisfying sorting
result, as depicted in (a), a manual steering intervention can help to reveal hidden
matrix substructures. In our case, we are able to extract a locally dense submatrix from
the globally sparse matrix. This transformation leads to a linear arrangement decline,
which is inevitable to be able to reveal this globally highly interconnected pattern.
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Application to Dynamic Computer Network Analysis (VAST 2013 Challenge Dataset)

Monitoring large computer networks is a challenging, but a highly important task for

network operators. While there are many tools to plot and explore time-series for single

hosts and network ports, most tools lack an overview of the whole computer network

independent of the number of underlying hosts. We use the VAST Challenge 2013 dataset

[CGW13] to demonstrate the usefulness of our tool on a realistic dataset in a network

security scenario. In a fictive enterprise situational awareness scenario, network monitor-

ing operators in a special control room should be able to keep track of important events

in their global computer network. The network consists of several hundred thousand

computers and grows over time. We preprocessed the data to fit our matrix-based data

model, imported the first week of NetFlow traffic of Mini Challenge 3 into our system

and aggregated the dataset hourly. Each one-hour interval is represented as a matrix in

Figure 5.30, which conveys the number of bytes transferred from any source IP address

to any destination ports. Obviously, the matrix sizes are quite diverse, because in each

time interval there might be a different number of computers and even a different number

of active destination ports. These common properties make the dataset a challenge to

analyze and visualize in an overview for a long period.

The interactive overview visualization is shown in Figure 5.11. It depicts the overall

distance of aggregated connections active for each hour. Each matrix cell represents a

distance value between two different hours.

At first glance, several horizontal and vertical lines stick out as patterns. They represent

individual hours, which have highly different underlying connection matrices compared

to all other points in time. The event on 2013-04-02 06:00 to 06:59 is indeed a denial-of-

service (DoS) attack to one of the company’s web servers, which is confirmed in the VAST

Challenge scenario. Another confirmed DoS attack is clearly visible on 2013-04-03 around

11:00. Such events have a high impact and are outstanding in this overview because they

are highly different from normal network behavior.

More subtle patterns are visible in the visualization as well. There are several rectangles

(2013-04-01 08:00 until 16:00, 2013-04-03 16:00 until 2013-04-04 05:00), which are almost

black, representing time intervals with quite homogeneous connection matrices. The

insight can be confirmed, that the traffic in those hours seems to be quite similar. Further

analysis reveals that during the mentioned time period less unique IP addresses are in-

volved than usual. A possible reason could be a crashed server during the aforementioned

DoS attack. However, such hypotheses can only be confirmed by taking further log data

into account, because the NetFlow data does not provide enough detail to answer such

questions.

Interestingly, there are at least three very visually outstanding hours (2013-04-05 10:00,

2013-04-06 06:00, 2013-04-07 06:00), similar to those hours in which DoS attacks occurred.

These should be investigated further by the analyst. For this dataset a modification of
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Figure 5.30 A distance meta-matrix of all pairwise matrix distances for the VAST Challenge 2013
dataset with 120 matrices. Patterns, like closely related (dark groups) and outlying
(light rows) matrices, stand out visually and can be interpreted in this use case as
Denial-of-Service Attacks.

the distance penalty calculation proves to be useful. As Figure 5.14 shows, changing the

Penalty calculation to ZeroPenalty visually boosts areas of homogeneity, while applying

the MaxDistSquare penalty function gives outliers a higher visual impact.

Overall, the visualization does support the identification of behaviour-related patterns.

The main advantage is a compact, but dense overview, based on the notion of matrix

similarity for different points in time, which proved to be quite effective for the VAST

Challenge 2013 dataset.

Application to Soccer Game Analysis (DEBS 2013 Challenge Dataset)

As a second example, we consider the ACM International Conference on Distributed

Event-Based Systems (DEBS) soccer game analysis challenge dataset from 2013 [JZ13]. The

dataset originates from a real-time movement tracking system deployed on a football field

of the Nuremberg Stadium in Germany. For the duration of a game, real-time wireless

sensors embedded in the player’s shoes and the ball recorded the respective positions as

a function of time. To transform the data into matrices, we extracted a distance matrix
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between all players for every second of the game; i.e. a set of 4,126 matrices depict every

1-second game situation. Every row, respectively column, in the matrices corresponds

to one player and every matrix cell represents this player’s distance to another player at

that specific time instance of the game. Figure 5.12 shows a range of situations during the

second half in the meta-matrix overview. The view is sorted by time and shows similar

game situations adjacent to each other. We can see that two patterns occur: (1) The

pattern [a] depicts a cornerkick (2) the diffusion-like pattern [b] refers to a goalkick.

One possible task could be to find similar game situations in a soccer game, such

as corner kicks, goalkicks, or shots at the goal. Other tasks are exemplified in [PVF13].

Most of these tasks tend to be related to fuzzy queries, in the sense that player positions

may change between semantically similar situations. Also, certain players may not even

be important for a game situation (e.g., the offensive goalkeeper is normally less impor-

tant for a corner kick if not attacking directly). In these cases, it seems appropriate to

exclude data vectors from the calculation, whenever they have no impact on the task at

hand. This typical workflow is shown in Figure 5.12, where the user zoomed into an area

of a known cornerkick (left) and selects vertices to be excluded from calculation (mid-

dle). The influence is shown in the adapted overview (right), where the area [c] changes

significantly.

5.8.3 | Usage Case Demonstration: Feedback-Driven View

Exploration

To present the applicability of our View Space Explorer we showcase two exemplary

exploration scenarios. The first scenario uses the well-known, real-life numeric Wine

dataset from the UCI Machine Learning Repository [BL13]. We chose the wine dataset,

because of its low number of axis combinations and thus its understandability. This allows

us to focus on the decision support’s interventions in the exploration process.

The second dataset focuses on matrix pattern retrieval and is thus more complex.

However, it allows us to focus –next to the presentation of (hidden) patterns– on the con-

vergence development like it is necessary for information retrieval systems. We conducted

our case studies with Ph.D. and Master students from the computer science area.

Wine Data Set

In the first case study, we are searching for correlations in the scatter plot axis combi-

nations. The exploration of data correlations is challenging since users must be able to

describe the correlation to be found. In the feedback-driven view exploration approach,

we assume that users do not know in advance, which (Scagnostic) feature might be benefi-

cial for the current question. Query formulations like “Find correlations in the data” are

usually not possible with most query formulation systems. Interactive retrieval systems,
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(a) In the first annotation round the user selects
four relevant and six irrelevant scatter plots.

(b) The decision support recommends adding a
range of similar scatter plots to both anno-
tation sets; After the classifier is trained all
decisions are judged as certain.

(c) The final result shows several data correlations. E.g. The amount of ash and flavoid
influences a wine’s color.

Figure 5.31 Finding correlations in the Wine data set; After three annotation iterations, the explo-
ration set with initially 90 scatter plots is reduced to 14 scatter plots, containing the
annotated data correlations.

such as query-by-sketch interfaces, might only result in positive correlations, while nega-

tive correlations might be interesting, as well. Pure metadata searches will fail to allow

these searches. Therefore, a feedback-driven semi-automatic retrieval approach can be

beneficial.

The Wine data set results from a chemical analysis of 178 wines sub-categorized into

three classes (red, white, rose wines). In total the dataset comprises 14 numeric continuous
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attributes, such as alcoholic strength, color intensity, or magnesium. We derived 90 axis

combinations and converted them to scatter plots –short SPs– with 178 data points each.

Figure 5.31 shows us a sequence of interactions on the wine dataset. In the first

iteration (Figure 5.31 (a)) the user annotated four relevant and six irrelevant SPs from 24

initially presented SPs. The presentation set RS results from a normal bootstrapping

sampling of the initial 90 SPs. A review of the four relevant annotated SPs shows that

they share a high monotonic value. Satisfied with the first annotation round the user

clicks on Apply and sees a dialog, in which the decision support recommends adding

15 SPs to A S + and 68 SPs to A S − (Figure 5.31 (b) background). The user declines

both recommendations. Hence, the classifier is trained on the initial annotation set and

results in 27 positively and 63 negatively classified SPs. A review of the classification

uncertainty shows that all decisions were certain (Figure 5.31 (b) front). Thus, the user

can assume that no SP is lost due to a misclassification. The feature tube reveals that the

highest concentration is in the monotonic value. It appears to be beneficial to choose

SPs with a high monotonic value for this task. In the second feedback round the user

selects seven relevant and six irrelevant SPs and the decision support recommends adding

one relevant and four irrelevant SPs. Once again the user declines all recommendations.

The subsequent classification results –again– in the same 27 positively, and 63 negatively

classified SPs. No more exploration progress is apparent, and thus the user will see the

same SPs in each subsequent feedback round. Accordingly, the decision support switches

the sampling method to “Stratified bootstrapping”. In a final annotation round six relevant

and five irrelevant SPs are chosen and the exploration finishes with 14 SPs.

In the 14 result SPs semantically interpretable data patterns become visible (Figure 5.31

(c)). For example, the SPs 8 and 12 show that the wines’ color is positively correlated

with the amount of ash, respectively flavonoids. A meta research reveals: “Flavonoids

are antioxidant compounds found in plants, as well as tea, red wine and chocolate, . . . ”

[Hop14].

Matrix Pattern Retrieval and Interpretation

Our second use case focuses on the retrieval of matrix patterns. We are using the Matrix

Reordering dataset, as presented in Section 2.3. The dataset contains 4,313 matrix plots

generated by 35 matrix reordering algorithms on 150 distinct graph data sources.

In order to demonstrate our feedback-driven analysis mechanisms, we are primarily

focusing on the retrieval of a specific (anti-)pattern of interest: the bandwidth anti-pattern,

as depicted in Figure 5.32. We found in our prior studies that matrix reorderings generated

with the Cuthill–McKee algorithm tend to produce this pattern. Alternative pattern explo-

ration goals could be to extract only the matrix plots containing diagonal blocks (highly

connected components in the graph).
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Figure 5.32 Cuthill-McKee’s Band-

width anti-pattern.

We have generated the Matrix Reordering dataset in a

structured fashion. Hence, we know a priori how many

plots have been generated with the Cuthill–McKee algo-

rithm and are able to quantify our retrieval performance

with the standard precision, recall and F1-score mea-

sures. In order to improve our statistical significance we

repeat all exploration trials five times. All trials follow

the same procedure: In the initial annotation round, all

bandwidth patterns are selected as relevant, while all

other plots are marked irrelevant. Subsequently, a SOM

with a regular 3×3 is trained and recursively refined in a

later annotation round, if necessary. The core difference

between the annotation rounds is that a more and more

fine-grained annotation decision is used. Next, we will

detail on all annotation rounds separately:

1. In the first iteration (Figure 5.34a) a coarse-grained subdivision into relevant and

irrelevant data is carried out. Since the majority of grid cells contains more than

300 elements, we are calculating nested SOMs up to a recursion level of two. Cells

containing only the pattern of interest are marked entirely as relevant, while all

other cells are marked as irrelevant.

2. In the second (Figure 5.34b) and third annotation round Figure 5.34c) our procedure

almost identical, though we are also judging cells with less than 60 elements and

a small amount of expected patterns as “still” relevant. This procedure simulates

an uncertain –potentially inexperienced- user, who is not willing to sacrifice any

retrieval results for a (more) efficient process.

3. In the final and fourth iteration (Figure 5.34d) only a few elements have to be

examined. Thus, most of the cells can be marked entirely as relevant. In our case,

nearly all cells are judged as relevant. Thus we can expect that our search has

converged to a positive result.

Table 5.1 shows the iterative search space reduction and refinement over the five exper-

iment runs. On average 83 plots of the 128 existing plots were retrieved. This is also

reflected precision and recall value development depicted in Figure 5.33. The preci-

sion value increased significantly after the second annotation round. Here in the trials,

the decision support system was able to change the FD to a more descriptive choice

(shape_compactness). Later the already good precision values get only marginally im-

proved, which can also be seen in the search space reduction (averagely 40.6 more items

were classified as irrelevant in this step). The recall values, on the other hand, show that

our approach is able to retrieve around 70% of the expected 128 plots. While this seems

to be a quite low number, a closer inspection reveals not all of the 128 plots contains a
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(b) Recall value development.

Figure 5.33 Development of the precision and recall values over the five iterations for each of the
five experiment runs/trials for the Matrix Pattern Retrieval Experiments.

bandwidth pattern. However, a more accurate precision and recall assessment can only be

facilitated with a large, consistent and well-annotated pattern benchmark dataset, which

remains future work.

Trial
Iteration

0 1 2 3 4

1 4,313 1,660 1,073 87 83

2 4,313 2,329 1,571 86 77

3 4,313 2,020 911 108 84

4 4,313 2,465 1,066 126 85

5 4,313 1,406 986 211 86

Table 5.1 Search space reduction from 4,313 elements to on average 83 relevant elements contain-
ing the requested bandwidth pattern. In total the dataset contains 128 plots generated
with the Cuthill–McKee algorithm.

All in all, our feedback-driven view space exploration proves to be useful for matrix

pattern retrieval tasks. Moreover, we can see that the decision support system improves

significantly the retrieval efficiency. This is due to the fact that potentially wrong decisions

are intercepted and –which is even more important– a novel concept of an adaptive

changeable feature modeling proves to be beneficial for these exploration tasks.
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(a) Completely annotated SOM at the end
of the 1st annotation round. The SOM
was initially trained with the Haralick
texture FD. The nested SOM concept is
clearly visible. Only a small amount of
(nested) SOM cells is marked relevant.

(b) 2nd annotation round: The decision
support system changed the feature
modeling to the shape_compactness
FD, as the cell glyph depicts. Signifi-
cantly more items are marked relevant
in this view.

(c) 3rd annotation round. The decision sup-
port changed again to the Haralik fea-
ture modeling. As the coloring depicts,
a large amount of cells can be annotated
with irrelevant (good discriminative FD
properties).

(d) Completely annotated SOM at the end
of the 4th annotation round. In this step
the FD did not change and the coloring
depicts that very few items needed to
be marked as irrelevant.

Figure 5.34 Four annotation rounds are necessary for a matrix pattern retrieval use case with the
FDIVE pipeline and the nested SOM classifier.
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This final Chapter of the dissertation connects all described research approaches to the

broader context of their research questions and highlights the individual contributions.

Moreover, we conclude with an outline of future and open research questions.
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Figure 6.1 Contributions and Research Questions focused in the Dissertation Chapter: “Visual
Interactive Support for Exploring Matrix-based Representations”

6.1 | Contributions and Future Perspectives

In the following, we will review the contributions of this dissertation separately for each

chapter and connect the research questions and -problems to their research achievements.

Furthermore, we and pinpoint to open challenges in the field.

6.1.1 | Visual Interactive Support for Exploring Matrix-based

Representations

The visual interactive support for an exploration of matrix-based representations is fo-

cused in Chapter 3. Its core contribution lies in the visual justification and proof of concept

that an enhanced cell design for matrices can enhance the analytic expressiveness and

usefulness of matrix-based representations.

As Figure 6.1 depicts exemplary, we contribute with a range of novel matrix cell glyph

encodings that are developed for their specific problem domain and use case. For example,

the ranking and ordering glyph can be used to compare a set of feature vector rankings

visually. Sunburst, Inner-Outer rectangle glyphs and text thumbnail glyphs have been

developed in earlier works (e.g., [Beh+12b]), but most of them were not applied yet

in the matrix layout setting. Another contribution is the interactivity aspect of these

glyphs. While previous glyph matrices were static depictions we extend the idea to make

interactive visualizations available in the matrix cells, which have the power to modify the

appearance of the entire (overview) matrix plot.

In a broad context, this work contributes to the idea of a GPLOM (Generalized Plot

Matrix), which was partially formalized by Im, McGuffin, and R. Leung in [IML13] after
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the first published glyph matrix approaches have appeared. The idea is to couple the

good visual scalability properties of matrices with the expressive power of glyph designs.

While it was earlier accepted that matrices are just beneficial for depicting large amounts

of numerical relationships we can now see that the expressiveness and effectiveness of

matrix-based representations can be used extended significantly with glyph representa-

tions.

Learning from the outcome of this chapter, the following main directions are indicated

for future research:

• First work has been conducted by Ghoniem, J. Fekete, and Castagliola in [GFC04] to

empirically examine the perceptional properties of matrix-based representations.

Further research should focus on how much information density can be added to

matrix visualizations until they reach the mental capacity level of the user, i.e., get

overly complex.

• Another line of research should focus on navigation and interaction aspects in

GPLOMs. The combination of Off-Screen visualization approaches and semantic

zoom may be one specific idea.

6.1.2 | Automatic Support for Pattern Retrieval in Matrix-based

Representations

One of the primary chapters of this dissertation focuses on the automatic analysis of

matrix patterns. Therefore, we develop and contrast in Chapter 4 several approaches for

an automatic quantification of matrix patterns.

Figure 6.2 Contributions and Research Questions focused in the Dissertation Chapter: “Automatic
Support for Pattern Retrieval in Matrix-based Representations”
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As Figure 6.2 depicts, we pose the research question “How can we quantify the in-

terestingness of matrices?” Therefore, it is necessary to examine the entire process that

leads to the final matrix plot, which might be interesting, respectively uninteresting, due

to the visual and interpretable matrix patterns it contains. As a direct consequence, we

examined in [Beh+16] the state-of-the-art for matrix reordering algorithms with the goal

to reason why specific algorithmic approaches tend to produce specific visual patterns.

The core contribution of this chapter lies in the quantitative performance evaluation of

feature extraction methods for the suitability to detect matrix patterns. With the presented

feature descriptor evaluation approach MAGNOSTICS, a pattern-driven visual exploration

of becomes feasible for the first time.

Learning from the outcome of this chapter, the following main directions are indicated

for future research:

• A novel class of matrix reordering approaches can be derived from MAGNOSTICS.

Matrix reordering algorithms need two prerequisites: (1) an efficient enumeration

approach to iterate the enormous search space and (2) a quality criteria to compare

two permutation solutions. With MAGNOSTICS the user can express that he/she is

interested to see only matrices with this specific pattern since this pattern might be

well-interpretable in the current context.

• Another line of research should focus on the development of further –potentially

perception inspired– feature detectors to quantify the existence of matrix patterns.

6.1.3 | Visual Analytics for Pattern Retrieval in Matrix-based

Representations

Visual analytics strives to combine the expressiveness of visualizations with the interpre-

tation capabilities of humans. Therefore, we show in Chapter 5 several approaches, which

allow the user to expose his/her knowledge to the computer system and thus enables the

user to steer the otherwise purely automatic decision process.

The core contribution of this chapter is to bridge the gap between the fully automatic

approaches (as shown in Chapter 4) and the exploration and navigation approaches

(as shown in Chapter 3). For example, in Section 5.4 an approach to steer a matrix

reordering algorithm interactively is presented. These algorithms were up-to-now black-

box algorithms. However, with our novel approach the user can visually inspect and

modify the algorithmic process.

An interactive system for the definition and adaption of similarity is another contribution

of this thesis. Generally, the concept of an interactively adaptable similarity definition is

novel and has a direct impact on ranking, clustering and classification results [Ber+14a;

Ber+14b]. With our approach we can interactively steer the similarity notion for the
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Figure 6.3 Contributions and Research Questions focused in the Dissertation Chapter: “Visual
Analytics for Pattern Retrieval in Matrix-based Representations”

specifically challenging use case: the comparison of matrices of varying dimensionality,

such as occurring in distinct snapshots of a peer-to-peer network.

The last, but most impactful, contribution of this chapter focuses on the user-guided

learning of interestingness in an exploration process. While Overview+Detail approaches

try to guide the user visually to areas of interest, our relevance feedback-driven approach

shows in a structured fashion a representative set of potentially relevant views. The user

rates these views and trains an adaptive classifier that iteratively learns from the user’s

decisions. A visual analytics-driven innovative decision support system keeps track of the

exploration path convergence by adapting the algorithmic procedures to reach a better

precision/recall.

Learning from the outcome of this chapter, the following main directions are indicated

for future research:

• Feedback-driven exploration proves to be powerful, but may be combined with

classical Overview+Detail systems. These adaptive Overview+Detail systems will

change their overview according to relevance/interestingness decisions that the

user communicated to the system in one of the drill down steps.

• Interactive, steerable and progressive algorithms and their visualization should

be researched more intensively in the future. Related to this aspect entirely new

evaluation approaches have to be established that are able to track the time- and

interaction-dependent aspects of an exploration convergence.
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6.2 | Concluding Remarks

This dissertation set out from the initial question: “How can we explore effectively and

efficiently large amounts of potentially multi-variate information spaces with and/or

without time-dependency aspect?”.

During the course of my Ph.D. I found that this question has to be answered with

regards to the number of relational data items, which should be explored simultaneously.

While in the single matrix analysis scenarios the depiction of relationships is in the focus,

a multi matrix analysis scenario focuses on the retrieval of interesting and interpretable

visual patterns.

For the single matrix analysis, we followed the research direction to combine the recent

advances in the Information Visualization domain and the high scalability of matrix-based

visualizations. Specifically, we contribute new matrix cell glyph encodings, with the aim

to boost the expressiveness of matrix-based representation. Glyph-based representations

help in this case to explore and depict multi-variate relationships.

On the other hand, we intensively conducted research with the aim to quantify the

existence of visual patterns for multi-matrix analysis scenarios. Retrieving visual patterns

is a complex task, but at the same time it can be seen cornerstone of a fundamentally new

exploration process: a pattern-driven exploration of (relational) data. In this process, the

user is (visually) confronted with the existence of salient visual patterns and can focus

on relating and interpreting these patterns in the current domain specificities and with

regards to his/her prior knowledge.

All in all, this dissertation demonstrates several approaches combining visualization,

automatic analysis, and interaction for exploring large amounts of relational data. The

complexity and amount of relational data requires a scalable, expressive and effective

visualization technique, which we found in matrix-based representations. The strengths of

interactive matrix-based representations combined with automatic pattern analysis and

-generation processes allows discovering interesting, unknown facets in these data sets.

Many interesting and practically relevant research questions encourage the expectation

that more researchers contribute to the field of matrix research in the upcoming years.
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