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ABSTRACT

Visual analysis of time series data is an important, yet challenging
task with many application examples in fields such as financial or
news stream data analysis. Many visual time series analysis ap-
proaches consider a global perspective on the time series. Fewer
approaches consider visual analysis of local patterns in time series,
and often rely on interactive specification of the local area of inter-
est. We present initial results of an approach that is based on auto-
matic detection of local interest points. We follow an overview-first
approach to find useful parameters for the interest point detection,
and details-on-demand to relate the found patterns. We present ini-
tial results and detail possible extensions of the approach.

1 INTRODUCTION

Time series are a ubiquitous, important data type, and visual anal-
ysis of this data remains an important research topic [2]. Many
approaches consider time series at a global level, where all time
stamps of a given time series are visualized at once. However, one
may also be interested in local properties of time series at different
scales. An example are abnormal or frequently occurring outlying
patterns (or motifs) in a time series. For large and many time series,
it is not efficient to inspect all possible local patterns individually,
but automatic support is required. Searching for time series which
are locally [5] or globally [4] similar to user requirements is possi-
ble, however requires user specification of patterns.

Automatic methods can detect possibly interesting local patterns
and guide users in identifying interesting data portions. A mul-
titude of detectors based on generic [1] or domain-specific [6, 7]
time series analysis exist. However, these often require setting of
parameters which may not be easy to find in an explorative analysis
scenario. We here propose an approach for detector-based time se-
ries analysis, which makes explicit the effect of up to two detector
parameters in the analysis.

2 APPROACH

Our goal is to combine automatic time series interest point detec-
tion with interactive-visual exploration. Our analysis system should
support (1) interactive identification of useful parameters and (2)
appropriate visualization of the interest points for relation and com-
parison. We implemented a prototype based on the following com-
ponents:
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• The Control-chart (or Bollinger bands) method [1] is applied
to detect local points of interest. It detects an interest point
whenever a given time series value exceeds a band ±bσ of
a multiple b of the time series standard deviation σ , calcu-
lated based on a moving average of length l (cf. Figure 1).
Detected interest points are indicated by vertical bar markers.
The Control-chart approach detects outlyingness, and param-
eters b and l influence the sensitivity of the detection.

• For a set of time series, we show a small multiple view of
Control-chart graphs (cf. Figure 2(a)). This view allows to
compare a set of time series for similarities regarding the in-
terest point patterns at a given parameter pair (b, l). The pa-
rameters can be set interactively, updating the display in real
time. The small multiple view can be sorted, based on se-
lecting a given time series and arranging the remaining ones
heuristically according to the spatial proximity of interest
points occurrences.

• The distribution of detected interest points can be compared
for different scales, that is, different values of the parameters
(b, l). This is supported by an overview display. The param-
eters are sampled at regular intervals and a pixel-based view
shows the resulting distributions in a 2D matrix view. Each
occurrence of an interest point is shown by a set pixel. The
overall display allows to easily compare different parameter
settings and identify robust distribution patterns (cf. Figure
2(b)).

• Users can select single time series to sort the comparative
views. In the pixel-based parameter space view, a mouse-over
function allows inspection of contained time series in a focus-
and-context fashion (cf. Figure 2(b) (bottom-right)). The time
series segments responsible for the interest points with largest
excess of the Control-chart can also be displayed for compar-
ison and correlation (cf. Figure 3(b)).

3 INITIAL RESULTS

We applied our approach to time series of daily return rates of Ger-
man blue chip stocks as observed during 2005 and 2006 as an illus-
trative example. We sampled the Control-chart parameters ad-hoc
at b = {0.5,1.0,1.5}σ and l = {5,10,15,20} days. Figure 2(b)
shows the resulting comparative view.

Figure 1: Original time series (black) with Control-chart (yellow) and
detected interest points, based on Control-chart analysis (pink).
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(a) Small multiples of Control-chart views (b) Pixel-based comparison of interest points at different scales

Figure 2: (a) Overview over time series with Control-chart lines and interest points (marked by pink bars). (b) Comparison of detection patterns
(marked by pixels) across different parameter combinations (x-axis: detection threshold; y-axis: size of moving average).

(a) Interest point patterns (b) Local patterns

Figure 3: (a) Zoom-in to a regular structure of detected interest points
for many of the observed time series. (b) Detail-view of the most ...
local time series patterns detected.

For the larger threshold values b and all considered moving av-
erage sizes, we observe regular structures of similar occurrences
of many interest points (see circled areas). Figure 3(a) shows a
zoom-in to a portion of the identified data area. This indicates that
a significant amount of outliers exist in the set of time series which
is robust over different parameter settings. A detailed inspection by
mouse-over, illustrated in Figure 2(b) (bottom-right tile) indicates
also, that the time series show similar curve shapes, thus indicating
that a stock-market wide effect took place. Figure 3(b) furthermore
shows a detail view of a number of time series patterns at this posi-
tion, and can be used for comparing the actual curves that underly
the detected set of interest points.

4 NEXT STEPS

We identify the following steps to improve our approach:
(1) Additional and application-dependent interest point detectors
should be considered. The Control-chart technique is focused on
outlyingness. Detectors based e.g., on repetitive motifs, or similar-
ity to user-selected or sketched local patterns could be useful.
(2) Our approach is based on local occurrences of defined patterns
of similar size. In real applications, often more complex event pat-
terns, possibly composed of many local patterns at different scales,
lags, etc. are of interest. A framework for their formal description

and detection has been proposed in [8] and could be a promising to
support.
(3) We want to improve the analysis of local curve patterns at the
detected interest points. Cluster analysis can reduce potentially
many interest point curve shapes to a small number of prototypes.
These can then be visually linked to the overview displays.
(4) Sorting time series according to similarity of occurring interest
points is needed for correlation of many time series. Our current
sorting relies on comparing spatial proximity of interest points. A
more encompassing sorting criterion should also consider similarity
of interest point curve shapes. The Signature-Quadratic Form Dis-
tance approach [3] can elegantly provide such a distance function
and we want to test it.

5 CONCLUSIONS

We proposed to combine automatic interest point detection with
visual representation and user interaction for identification and re-
lation on local interest points in time series. We will build on this
idea and explore novel methods for visual-interactive analysis of
time series data based on local interest points in the future.
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