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Abstract. A major challenge of the contemporary information age is
the overwhelming and increasing data amount, especially when looking
for specific information. Searching for relevant information is no longer
manually possible, but has to rely on automatic methods, specifically,
similarity search. From a formal perspective, similarity search can be
seen as the problem of finding entities, which are considered to be simi-
lar to a query with respect to certain describing features. The question
which features or which weighted combination of features to use for a
given query creates a need for semi-automatic methods to address the
needs of diverse users. Furthermore, the quality of the results of a similar-
ity search is more than effectiveness, measured by precision and recall.
The user ideally needs to trust the results and understand how they
were computed. We propose to apply Visual Analytics methodologies,
for synergistic cooperation of user and algorithms, to integrate three
key dimensions of similarity search: users, tasks, and data for effective
search. However, there exists a gap in knowledge how user, task as well as
the available data influence each other and the similarity search. In this
concept paper, we envision how Visual Analytics can be used to tackle
current challenges of similarity search.
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1 Introduction

Humans assess two objects as being similar if they are considered to be compa-
rable with respect to certain properties. These properties can be either physical
properties (e.g., dimensions, light reflectance, material, etc.) or semantic meta
information (e.g., armchairs and chairs are functionally similar). For example,
two books can be judged similar if they share similar content, or two movies
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if they have the same combination of genres. At the same time, two books can
be similar because of equally colored covers and movies might be considered sim-
ilar because of common actors. The notion of similarity is compound of differ-
ent factors, including users, preferences, different options to define and measure
properties, and also uncertainty. Besides the goal of searching for similar items,
there are several other tasks that a user might want to accomplish. According
to the exploration-search axis, introduced by Zahálka and Worring [28] in the
field of Multimedia Analytics, there are two extreme values, namely Exploration
and Search. In between those tasks, there are a variety of other tasks such as
Browsing, Summarization, and Ranking, etc. which have to be considered as well
when it comes to effective retrieval since an analytical work-flow may not only
consist of similarity-search.

Digital data storage and processing enabled the research of automated simi-
larity queries and founded the scientific area of information retrieval. A manual
search for similar objects might be appropriate for small collections. However,
with the advent of computers, the size of collections typically found is increasing
rapidly. Prominent examples are Spotify with over 30 million songs and Amazon
with over 200 million products. These volumes of information clarify the need for
(semi-)automatic methods to retrieve and rank data items. A first mentioning
of automatic retrieval of similar objects by Holmstrom [10] dates back as far as
1948. However, due to increasingly more complex objects, larger collections, and
new user demands, automated similarity assessment is still an active research
field. The existence of challenges, such as the Netflix Prize and conferences,
such as the ACM RecSys, illustrate the practical importance and relevance of
working on data- and user-adaptive similarity search. Among other things, the
interaction with Recommender Systems (RSs) and helping users understand how
their actions influence the recommendations are open challenges in the field of
RSs [20]. The effectiveness of a RSs is dependent on more factors than just
the quality of the similarity assessment method alone [26]. Similarity search
should create trust, should be comprehensible, and transparent. In this paper,
we identify interdepending factors influencing similarity search. We highlight
arising research aspects and envision a Visual Analytics approach solving the
introduced challenges.

2 Foundations

Many influencing factors need to be considered when engaging with the subject
of similarity search. We categorize the influencing factors as building blocks of the
respective pillars of similarity search. An overview about the identified pillars
can be seen in Fig. 1. In the following paragraphs, we describe and explain the
three pillars data, task, and user in detail.

Data. Users need data to perform their retrieval tasks. Therefore, it is essential
to pay particular attention when working with data, since errors made in early
steps, for example during preprocessing, persist within the system and will neg-
atively impact the quality of the results. In the case of IR or RSs, data might
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Fig. 1. An overview of the three pillars of similarity, Data, Task, and User. Each pillar
consists of multiple building blocks, which in turn can have more building blocks.

already be available beforehand, e.g., provided by a database with records of
some kind of media (music, videos, products, images, etc.). Metadata describing
the raw data, such as annotations, tags or derived data is usually available as
well. Finally, there is also user-generated data. Bobadilla et al. [5] describe the
two ways of user data acquisition, in the case of IR and RS. Data can either
be acquired explicitly, e.g., through user ratings, comments, etc., or implicitly,
e.g., by the number of times a song was played. However, it is crucial to con-
sider the noise or uncertainty in the data, especially for RSs, since there is not
only natural, but also malicious noise [17]. Since RSs use real-world data, often
provided by users, preprocessing is vital to enable similarity search providing
relevant results. In data preprocessing, relevant descriptive features are derived
and computed. These features should describe the represented objects very accu-
rately and simultaneously enable similarity assessments. Amatriain et al. [3] give
an overview of preprocessing methods in the context of RSs. The choice of the
right similarity measure, for example, should be appropriate for the underlying
data, even when already dealing with abstract representation of objects, such
as feature vectors. The computation of feature vectors and the selection of sim-
ilarity (distance) measures is highly domain dependent. A good example for
the domain dependency are tf-idf vectors for the retrieval of text documents,
where cosine similarity is the appropriate choice, since it ignores the length of
the text documents and finds items of similar content. However, the similar-
ity measure of genetic code – represented by letters and being textual data
from an abstract point of view – employs other algorithms such as, Levenshtein,
Needleman-Wunsch [16] or Smith-Waterman [25]. This holds also true for other
types of data. Lew et al. [14] provide an overview of such data types.

Task. Tasks in similarity search have different backgrounds and goals, e.g.,
to explore data and formulate a hypothesis or to confirm/reject an existing
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hypothesis. Herlocker et al. [9] define eleven common tasks in which RSs are
beneficial and helpful for users. We use this tasks exemplary to illustrate how
the user’s task influences the similarity search. The core recommendation task is
to Find Good Items with respect to a specific information need. Early RSs [24]
implemented this task by providing the user with a sorted list of results. For
this kind of task, a range or k -nearest neighbor (k -NN) query using a classi-
cal similarity method is sufficient. However, depending on the definition of good
items, adjustments of the similarity method are needed. For instance, the task
find good hairdressers should not only consider the rating, but also the location,
price, user preference, etc. Another important task is to Find All Good Items.
In this case, neither the range nor k is known, hence a simple range or k -NN
query is not sufficient for this kind of task. A simplified assumption would be,
that all good items belong to the same cluster. Then instead of searching for
the items themselves, one could search for the nearest cluster prototype. This
task is especially important for lawyers or patent examiners, where missing one
item can have a great impact. A third task is Just Browsing. Here, the user
wants to explore the item or data space without a clear objective or information
need. The similarity search should provide users with new items that might be
of interest.

User. The user, applying similarity search to fulfill tasks on data, is judging
the success or failure of the similarity-based application. User requirements are
often complex and not always free of ambiguity. Users need to be considered
not only by their ways of interaction but also by their characteristics and the
search context. Users can have different levels of expertise in one or another
field [18]. Behavioral scientists, for example, search for movement patterns dif-
ferently than sport scientists might. Humans are intrigued by their own per-
spectives and insights. People are, consequently, often working collaboratively
to satisfy their information need. Many more important characteristics for users
exist and influence the perceived similarity such as a user’s current location or
time of day [1]. Additionally, not only the context, but also the perception and
cognitive biases of the user have an influence during and after searching [13].
Currently, users are integrated into the process of similarity search by giving
explicit feedback, for instance, by rating an item, or implicitly by analyzing the
items a user previously viewed or for how long she or he viewed these items.
Also, in E-commerce, metadata available on the users are exploited to learn and
predict user preferences. Therefore, for a successful similarity search, it is key
to understand who the users are, what they want to achieve, and under which
circumstances they work with the similarity search.

3 Research Aspects

Although similarity search is a well researched and discussed area, there are many
open challenges to tackle. Research aspects are categorized with respect to the
previously introduced facets of similarity search. This Section is not intended
to be a complete and exhaustive survey of the state-of-the-art, since this would
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exceed the scope of this paper. We rather envision and describe areas in which
future research has to cope with open questions.

Data Accessibility and Usability. One constantly increasing main challenge
for nowadays similarity search is that the employed data are often not accessible
and usable enough. The curse of dimensionality [4], for example, falsifies the
assumption that as more describing features are used, the similarity assessment
will improve. Instead, severe effects on the similarity search have to be expected
with an increasing number of dimensions. A dataset containing 15 dimensions, for
example, can have a distance between the nearest neighbor close to the distance
of the farthest neighbor. Although state-of-the-art similarity methods [11,15]
have shown that similarity search in high-dimensional data is possible to a certain
extent, the selection of proper discriminative features and a semantic meaningful
combination is crucial and complicated. Another challenge dealing with data is
the preservation of privacy as stated in [8,20]. Besides ethical and legal issues
it is important to ensure that the intersection of query results of different data
sources does not reveal more information than intended.

Models for Data and Context. On top of the data accessibility exists a
noticeable lack when it comes to appropriate data and context models. This
lack of data and context models is immediately affecting all of the introduced
pillars in Sect. 2. For example, automatic methods cannot detect, handle, and
remove all noise and uncertainty in the available data of RSs [17]. This can,
for example, be illustrated by restaurant recommendations, assuming we have
restaurants with noisy data of natural or malicious origin. Should a restaurant
with a noisy rating still be considered as a good item, if it has otherwise positive
attributes such as price and location? Furthermore, offering context-depending
results of a similarity search helps in recommending good items [1,8].

Visualization and Interaction. Eventually, the easiest way to provide a user
with relevant items is to purely rely on the data and a static similarity measure.
However, incorporating users by capturing their feedback and allowing them to
modify the query and/or the similarity measure already improves the perfor-
mance [23]. Nevertheless, visualizing an abstract similarity space and explain
why results were found or not found is highly application and user dependent.
Additionally, a lack of traceability combined with missing transparency [20] may
lead to situations in which users are unaware where their insights came from and
how the interactions with the system generated the results. As a consequence,
the task might change during the process of analysis. YouTube, to name one
famous example from one of the largest RSs in the world, uses Deep Neural Net-
works [6] for its recommendations. The shift towards a deep learning approach
comes at the loss of transparency. For a given recommendation it is vague, how
the data was weighted and which factors influenced the result. However, there
are initial works proposing visualizations for neural networks that might help to
overcome this problem. For instance, from Rauber et al. [19], which enables the
inspection of relationships between neurons and classes.
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4 Methodology

In Sect. 3 we described how the multitude facets of similarity search are influ-
enced and influence each other. Understanding how these facets interdepend is
crucial in order to improve the design of IR and RSs. In the following, we envi-
sion how such a system could be designed to support similarity search in the
best possible way.

As we need various opportunities to reflect expert knowledge in the analysis
process, we propose to follow a Visual Analytics process, as described by Keim et
al. [12]. In Visual Analytics, heterogeneous data sources are processed and used
to generate visualizations and models, thus enabling users to apply visual as well
as automatic analysis methods. By interacting with the visualizations users are
able to share background knowledge and context information via interactions.
This information is then used to update the underlying model, which creates
or updates models and visualizations. Following such a tight coupling of user
and system will result in a continuous and mutual discourse, which will lead to
higher confidence and better results.

A high-level description of the human and computer processes in Visual Ana-
lytics is given by Sacha et al. [22]. It helps to facilitate an understanding of the
individual components and concepts of the Visual Analytics process and their
interactions. Their Knowledge Generation Model for Visual Analytics can serve
as a guideline on how to design new Visual Analytics systems or how to evaluate
existing ones. One recent example where this is illustrated is the Note Taking
Environment of Sacha et al. [21], which design is based on the knowledge gen-
eration model. Additionally, they show how Visual Analytics systems can be
evaluated by measuring and investigating the trust of the user in the system.

In order to show how applying the Visual Analytics process can help tackle
the open research aspects presented in Sect. 3, we incorporated them at the
corresponding component in the Visual Analytics process, as illustrated in Fig. 2.
With the iterative and interconnected model for Visual Analytics, we are able to
reflect the interdependent nature. This enables us to develop an understanding of
the interdependencies of the different facets of similarity search and how Visual
Analytics can help to tackle the open research aspects. The rationales behind
this integration are outlined as follows.

Both the Visual Analytics model as well as our proposed pillars of similarity
search have a data component, which serves as a base for the automatic analysis
via data mining or similarity methods. With respect to the previously stated
research aspects, data accessibility and usability questions are faced here. The
transformation of the original raw data into meaningful and descriptive features
is key for a successful similarity search. This transformation step is often also
iterative and influenced by the curse of dimensionality, especially in the design
phase of a similarity search Visual Analytics system.

Models for data and context influencing the similarity search as described
as the second research aspect are key to understand how users employ RSs.
Another important aspect which still needs more attention in the field of RSs
are visualizations of both, the results and the underlying model [8]. It is not



330 D. Seebacher et al.

Models for Data and Context

Data Accessibility

Transformation

Visualization and Interaction
Interaction

Visualization

Knowledge

Mapping

Parameter refinement

Models

Model
Visualization

Model
building

Feedback Loop

Data 
Mining

Data

Fig. 2. Main research questions in similarity search integrated in the Visual Analytics
model of Keim et al. [12]. The iterative and interconnected model of Visual Analytics
reflects the interdependencies of our described research challenges.

only important to identify, how a user can interact with these visualization [2],
but also what the rationales behind these interactions are [27]. By capturing
these interactions, as well as contextual information, conclusions about the goals
of the users can be drawn. This enables us to train the underlying model of
the similarity search according to their expectations. Consequently, by Visual
Analytics we are able to enrich the similarity search by “Insight Provenance”
and traceability of the results.

As the key ingredients of Visual Analytics are visualization and interaction,
the overlap to the third research aspect is granted per se. Visualization and user
interaction can be used to utilize the user’s domain knowledge [7]. In a two-
dimensional spatial visualization of documents, documents are distributed by
their similarity to each other. By spatially rearranging documents, for example
by drag-and-drop, users can communicate to the system, which documents they
find similar, which in turn trains the similarity model according to their feedback.
As a consequence, the user’s domain knowledge is captured, interpreted, and
applied to the whole dataset.

5 Conclusion

We believe following a Visual Analytics approach will improve similarity search
applications, in particular IR and RSs. With the user-centered focus of Visual
Analytics combined with data analytics, information visualization, and interac-
tion, query results can be made transparent and interpretable. Finally, trans-
parent query results will increase users’ trust in the similarity search results.
However, as a direct consequence of applying the Visual Analytics process on
similarity search, new challenges are emerging. There is a need for an increased
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understanding of the relationship of the components in the process and the
influences of the various parameters. This can lead to new insights which help
to identify errors, improve robustness, and increase quality of, as well as trust
in similarity search.
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