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Abstract

PixelMaps are a new pixel-orientedvisual data mining
techniquefor large spatial datasets.They combinekernel-
density-basedlusteringwith pixel-orienteddisplaysto em-
phasizeclustes while avoiding overlap in locally dense
point setson maps. Becausea full evaluation of density
functionsis prohibitively expensivewe also proposean ef-
ficientapproximation Fast-PixelMap, basedna synthesis
of the quadteeandgridfile datastructures.

1 Intr oduction

Progressn technologynow allows computersystemgo
storeand exchangedatasetghat were, until recently con-
sideredextraordinarilyvast. Almost all transaction®f ev-
erydaylife (purchasesnadewith credit cards,web pages
visited,andtelephonecallsmade)arerecordedy comput-
ers.Thisdatais collectedbecausef its potentialto provide
acompetitive advantageo its holders.Findingvaluablede-
tails thatrevealfine structureshiddenin the data,however,
is difficult.

In mary applicationdomainsgdatais collectedandrefer
encedby its geo-spatialocation. Considey for example,a
creditcardpurchasdransactiorrecordthatdescribegprod-
ucts, quantities,time, and addressesf both the customer
andmerchant. Thereare mary waysof approachingnal-
ysisof this data,including creatingstatisticalmodels clus-
tering, andfinding associatiorrules, but oftenit is just as
importantto find relationshipsinvolving geographidoca-
tion.

Automateddatamining algorithmsareindispensabléor
analyzinglarge geo-spatialdata sets, but often fall short
of completelysatistctoryresults. Although automaticap-
proacheshave beendevelopedfor mining geo-spatiabata

[3], they areoftennobetterthansimplevisualizationf the
dataon amap.Interactve datamining basedn a synthesis
of automaticandvisualdatamining maynotonly yield bet-
ter results but offer a higherdegreeof usersatisfctionand
confidencen thefindings[3]. Presentinglatain aninterac-
tive, graphicafform oftenfostersnew insights,encouraging
theformationandvalidationof new hypotheseto theendof
betterproblem-solvingand gaining deeperdomainknowl-
edge.Analysismayinvolve multiple parametersshovn on
multiple maps. If all mapsin sucha collectionshav the
datain the sameway, it maybe easierto relatethe parame-
tersandto detectocal correlationsdependenciesndother
interestingpatterns Ontheotherhand whenlargedatasets
aredravn onmapstheproblemof identifyinglocal patterns
is greatlyconfoundedy undesiredverlapof datapointsin
denselypopulatedareaswhile lightly populatedareasare
almostempty
PreviousApproachesThereareseveralapproaches cop-
ing with densegeographicdata alreadyin commonuse.
One popularmethodis a 2.5D visualizationshaving data
pointsaggreyatedupto mapregions. Thistechniqués com-
merciallyavailablein systemsuchasVisuallnsightsIn3D
[1] andESRI's ArcView [2]. Anotherapproachshaowving
moredetail,is the visualizationof individual datapointsas
barson amap.Thistechniqudas embodiedn systemssuch
asSGlI's MineSet[5] andAT&T' s Swift 3D [6]. An alter
native thatdoesnot aggreyatedata,andstill avoidsoverlap
in the two-dimensionaldisplay is the Gridfit method[7].
Theideaof Gridfit is to automaticallyrepositionpixelsthat
would overlap,anideawe alsoadoptin this contribution.
Our Approach In this paperwe describePixelMaps, a
new approachto the display of densepoint setson maps,
which combinesclusteringand visualization. PixelMaps
arenovelin severalways: First, they provide a new tool for
exploratorydataanalysiswith largepoint setsonmaps,and
thusaugmenthe flexibility, creatvity, anddomainknowl-



edgeof humandataanalysts. Second,they combinead-
vancedclusteringalgorithmswith pixel-orientedvisualiza-
tion, andthusexploit the computationahndgraphicscapa-
bilities of currentcomputersystems.

2 Problem Definition

The problemof visualizing geo-spatialdatacanbe de-
scribedasa mappingof input datapoints,with their origi-
nalpositionsandassociatedtatisticaldatavaluesto unique
positionson an outputmap. Let A be the setof original
datapoints A = {ao,...,an_1},wherea; = (a?,a}) is
theoriginal positionof adatapoint,andS; (a;), - - -, Sk.(a;)
arestatisticalparameterassociateavith apoint. SinceA is
assumedo belarge, it is likely thatmary datapoints: and
J havethesameoriginal positionsj.e. a; = a;. Letthedata
displayspaceD S bedefinedasDS = {0, ..., Tmaz —1} ¥
{0,...,Ymaz — 1}, Wherez,,,, andyn,,, arethe extents
of the displayregion. Our goalis to determinea mapping
function f from the original datasetto a solutionsetB =
{bO)"'abN—l}) 0 S bzw S xmaw_la 0 S bi/ S ymuw_]-
suchthatf : A - B, f(a;) =b; Vi={0,...,N -1},
i.e. f determineghe new positionb; of a;. The mapping
functionmustsatisfythreeconstraints:

1. No overlap Constraint
Thefirst andmostimportantconstraintis thatall data
pointsmustbevisible, whichmeanghateachonemust
be assignedo a uniqueposition. Formally, this means
Z;éj = bz;éb] Vi,j € {1,...,N—1}

2. Position Presewation Constraint
The second constraint is that the new positions
should be as close as possible to the original
ones. We measurethis objectve by summing
the absolute distances of the data points from
their original positions Eﬁgl d(a;,b;)) — min
or the relatve distancesbetweenthe data points
Yo Yoy (d(bi,b;) — d(as,a;))* — min.
Thedistancefunctiond canbe definedby a L™-norm
(m = 1 orm = 2). This constraintensureghatthe
display closely representshe original data. The spe-
cific dataanalysistask at hand probably determines
whetheranabsoluteor relative metricis moresuitable.

3. Clustering Constraint
The third constraintinvolves clusteringon oneof the
statistical attributes S;,i € {0,...,k}. The idea
is to presentthe data points such that those with
high similarity in S; are closeto eachothef. In
other words, pointsin a neighborhoodof ary given

lwe assuméhatthe clusteringdependn the statisticalattribute S €
{S(), ey Sk}

data point should have similar values, so the out-

put has pixel coherence. This can be expressedas:

Yot Sy enmnn ds(S(b:), S(b;)) — min. Note

thatthis depend®nthedefinitionof theneighborhood
NH of datapointsa;, andthe distancefunctionds on

the statisticalattribute S.

Trade-Offs and Complexity While it is not too hard to

find a goodsolutionfor ary of thesethreeconstraintsaken
individually, they aredifficult to optimize simultaneously
Sincewe give priority to constraintl (no overlap),theother
two constraintoften conflict. If constraint? is optimized,
thelocationinformationis retainedasmuchaspossiblebut

theremay be little pixel coherencen the display If con-
straint3 is satisfied the datais clusterecaccordingo S but

thelocationinformationmay be destryed. Therefore our

goalis to find agoodtrade-of betweerconstraint® and3.

Thisis a complex optimizationproblemthatis likely to be
NP-hard.

3 The PixelMap Algorithm

In this section, we describean algorithm for making
PixelMaps by optimizing the objectives describedprevi-
ously The PixelMap algorithm solves the optimization
problemby kernel density estimationand an iterative lo-
cal repositioningscheme.lt startsby computinga kernel-
density-estimation-basedusteringin thethreedimensions
(a?,a?,S(a;)). Kerneldensityis a way of estimatingthe
density of a statisticalvalue (S(a;)) at all locationsin a
region basedon (a?,a?). Theclusteringdefinessetsof re-
lated pixels determinedoy the two spatialdimensionsand
the additionalstatisticalparameterThe ideais to placeall
datapointsbelongingto the sameclusterin proximatedis-
play pixels. The next stepis a secondkernel density es-
timation basedclusteringon the two geographicatimen-
sions(a?, a?). Theinformationobtainedn thetwo cluster
ing stepds usedfor iterative positioningof the datapoints.
Startingwith thedensestegion, all datapointsbelongingto
one clusterare placedat neighboringpixels without over-
writing previously placedones. If multiple clustersarein
the samearea the smallestclusteris positionedfirst. After
all pixelsin anareaarepositionedthealgorithmappliesthe
sameprocedureto the clustersof the next densestegion,
until all the datapoints are positioned. Outliersand very
small clusters which would otherwisebe treatedas noise,
areatlastpositionedat theremainingfree pixels.
Complexity of the PixelMap Algorithm. Sinceourgoalis
to clustermary pointslocally accordingto a statisticalpa-
rameteywe mustanticipatea large number(O(n)) of rela-
tively small clusters. This requiresthe kerneldensityesti-
mationto becomputedatafine grain,with mary peakshat
mustbe discovered(suchasby hill-climbing). In addition,



thesmoothnesér) of thekernelfunctionneeddo varywith
spatial density and different kernel functions are needed
for the spatialand statisticaldimensions. Theseproblems
malke it computationallyprohibitive to directly implement
the PixelMapalgorithmfor large datasets.

4 Fast-PixelMap - An Efficient Solution of
the PixelMap Problem

The basicidea of Fast-PixlMap is to rescalecertain
mapregionsto betterfit densepoint cloudsto uniquepo-
sitions on the outputmap. The Fast-PixelMapalgorithm
is an efficient heuristic approximationto the PixelMap
algorithm, combining some of the adwantagesof grid-
files and quadtreesn a new datastructureto approximate
the kerneldensityfunctionsand enableplacemenif data
pointsat uniqueoutputmap positions. This datastructure
supportsfirst, the recursve partitioning of both the geo-
spatialdatasetandthe Euclidear2D displayspaceo enable
an efficient distortion of the mapregions,secondan auto-
maticsmoothingdependingnthex-y density andthird, an
array-base@D densityestimation.

The above mentionedrecursve partitioning canbe effi-
ciently storedasa binarytreein eachcase andthe combi-
nationof bothbinarytreeswithin a singlemultidimensional
array This combinationis realizedthroughthe storageof
the coordinatesof the two differentarising split points (in
the dataandin the display space)in eachtop-dowvn con-
structionstep. Note, that our datastructureusesmidden
split-operationsaccordingto differentparametersin case
of the geo-spatiatiataset,a gridfile-like midden-split,and
in caseof thedisplayspaceaquadtree-lilemiddensplit op-
erationis performed. The gridfile-like partitioning of geo-
spatialdatasetsappliessplit operationswithin the 10%sur
roundingneighborhooaf themiddle point (left+right)/2 of
thearisinggeo-spatiapartition. Therecursionterminatesf
the maximalsplit level is reachedopr if a partition contains
fewer thanfour datapoints. Thegoalis to find denseareas
in the spatialdimensions(a?,a?) andto allocateenough
pixelsto placeall thepointsof thesedenseaegionsatunique
positions. The Fast-PixeIMap datastructureenablesjn a
secondstep,the efficient distortion of certainmapregions
in the 2D displayspaceby relocatingall datapointswithin
the old boundariesof the quadtreepartition to new posi-
tionswithin new boundarie®f the quadtregartition. After
rescalingall datapointsto the new boundariesthe itera-
tive positioningof datapointsstartswith thedensestegion.
Within aregion,thesmallestlusteris choserfirst. Theiter-
ative pixel positionheuristicplacesall datapointsbelonging
to one clusterat adjacentpixels without overwriting exist-
ing ones.

Complexity Thetimecompleity of theproposedpproach
is O(nlog®n). Theadditionalspaceoverhead()(n + logn),

is negligible. This additionalspaceis neededoy the Fast-
PixelMapdatastructureto storetheoriginaldatapointswith
aconstanhumberof split-operationgwhichdepend®nthe
maximalsplit-level).

5 Application and Evaluation

We experimentallycomparedthe Fast-PixelMap algo-
rithm with a geneticalgorithmfor multi-objective optimiza-
tion [8], andwith PixelMap (basedon the DenCluecluster
ing algorithm[4]). We evaluatedthemwith respecto time
efficiency andtheobjectivespresentedh section2. Theex-
perimentsvererun usingasampleof 30000 pointsfrom the
U.S. Year2000CensusHouseholdncomeDatabaseon a
700MHz Pentiumcomputemwith 1GByteof mainmemory
Efficiency and Effectiveness Figure 2 shavs time-
performancecurvesof all threemethodswith varying de-
greesof input point overlap. The efficiency resultsshav
thatthe averagenumberof datapointsassignedo thesame
position plays an importantrole in the performanceof all
threemethods.The resultsindicatethat the Fast-PielMap
algorithmoutperformgsheothertwo methoddor all degrees
of overlap,andis computationallypracticalfor large spatial
datasets. Effectivenesscan be measuredwith respectto
the three optimization goalsdefinedin section2. Figure
3 shows measurecerror curves for the three optimization
goals. In summarythe resultsshav that Fast-PielMap is
aneffectiveapproximatiorfor thepixel placemenproblem,
andis practicalfor visually exploring large geo-spatiakta-
tistical datasetsin searchof local correlations.

Visual Evaluation and Applications Formalmeasuresf
effectivenessare only meaningfulif they leadto usefulvi-
sualizations.Figure 1 shavs a samplefrom the U.S. Year
2000 CensusMedian Householdincome Databasdor the
StateNew York, which in generalalidatesthe mathemati-
cally definedeffectivenesg<riteria.

6 Conclusions

We presentedhe PixelMap algorithm,which combines
kernel-density-based:lusteringwith a novel pixel-based
visualizationtechniquelt avoidslossof informationdueto
overplottingof datapoints. It assignsachinput datapoint
to auniquepixelin 2D screerspaceandbalanceshetrade-
off of spatiallocality (absoluteandrelative positionpreser
vation)with clusteringto achiese pixel coherenceWe also
describedheFast-PixeIMapheuristicthatprovidesefficient
approximatesolutionsto the PixelMap optimizationprob-
lem, andis of practicalvaluefor exploring geo-spatiabkta-
tistical data.
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Figure 1. New York State Year 1999 Median
Household Personal Income - PixelMap dis-
plays cluster regions. Note high-income clus-
ters on the East side of Manhattan’ s Central
Park, and low-income clusters on the West
end of Brookl yn.
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Figure 2. Comparison of the efficiency
of Fast-PixelMap, PixelMap, and a multi-
objective genetic optimization algorithm (log-
scale)
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Figure 3. Effectiveness Measurement of the
defined optimization constraints 1, 2, and 3
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